Erreur! Source du renvoi introuvable.ATNP/WG2 Actions 5/11 and 5/12

\DEFINIR Doc_task "STA_ATNP" STA_ATNP

\DEFINIR Doc_type "DCO" DCO

\DEFINIR Doc_nr "40" 40

\DEFINIR Doc_author "Tony Whyman" Tony Whyman

\DEFINIR Doc_revno "Issue 1.0" Issue 1.0

\DEFINIR Doc_date "15-Sep-95" 15-Sep-95

\DEFINIR Doc_ref "DED1/ATNIP//Erreur! Source du renvoi introuvable./Erreur! Source du renvoi introuvable."
DED1/ATNIP/Erreur! Source du renvoi introuvable./Erreur! Source du renvoi introuvable./

  ATNP/WG2/IDG2

WP/




Prepared by Stéphane Tamalet

(France)

Discussion on the TP4 Acknowledgement Timer value

AERONAUTICAL TELECOMMUNICATIONS NETWORK PANEL

WG2/18

Munich, Germany
1-3 September 1999

SUMMARY

This document is a revised version of the IDG1/WP5 that was discussed at the previous IDG meeting. The document proposes SARPs text and associated guidance material for the mechanisms of dynamic adaptation of the TP4 retransmission timer.

The drafting group is invited to consider if it is worth integrating the proposed texts in the SARPS, and in the guidance.
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Introduction

During the production of my paper on the adaptive TP4 retransmission timer, I was faced to consider the negative effect that the acknowledgement timer may have on the assessment of the round-trip time. The problem for a TP4 sender in accurately assessing RTTs is the remote TP4 acknowledgement delay. The variation in the acknowledgement delays directly affect the precision with which a sending TP4 can measure RTTs, because the sender has no way of knowing which elements of RTT variation are in fact due to network dynamics. Hence, the sender must contend with considerable noise in its RTT measurements, and is compelled to oversize its retransmission timer value so as to ensure unnecessary retransmissions do not occur. 

The level of noise in the RTT measurement and the oversizing of the retransmission timer value is "proportional" to the value of the remote acknowledgement timer. That means that the lower is the value of the remote acknowledgement timer, the more efficient will be the computed value of retransmission timer.

This led me to reconsider the current SARPs recommendation for a large acknowledgement timer value of 20 seconds. This paper discusses the pros and cons of using a large acknowledgement delay, and attempts to demonstrate that in most cases the use of a short delay would be more appropriate.

This paper is provided as a basis for discussion to the IDG.

1 Background

The SubVolume 5 contains a table (Table 5.5-1) presenting the recommended TP4 timer values.

This table originates from the results of the simulation exercises undertaken by the FAA and Mayflower Communications, the goal of which was to determine if an optimal set of TP4 timer values could be specified. The intent of these specified values is to insure interoperability between implementations.

The results of the FAA/Mayflower study are documented in WG2WP338.

Study results indicated that while it was desirable to acknowledge multiple data TPDUs with one AK TPDUs, the acknowledgement timer would have to be very large (1000 seconds), since ATSC traffic per aircraft is relatively infrequent. On the other hand, the study demonstrated that the use of a very large acknowledgement timer value has adverse effect on CPDLC traffic, and lengthens the end-to-end transit delay significantly. (see table 1 below, extracted from WG2WP338) 


Table 1.  End-to-end delay performance (seconds) of ATIS and CPDLC messages

timer/param
ATIS (mean)
ATIS (95%ile)
CPDLC (mean)
CPDLC (95%ile)


Configured value
uplink
downlink
uplink
downlink
uplink
downlink
uplink
downlink

set 1-3

AL, AR
2*
13.3
3.6
24.4
8.3
3.3
2.6
6.9
4.9


20
12.9
3.7
23.9
8.0
3.6
2.7
7.9
5.0


400
13.2
6.1
24.0
13.9
153.7
53.4
557.5
302.6**

(Mayflower)

*  MITRE (default) values

** CPDLC for extremely large values of Acknowledgment (i.e., AL = AR = 400) is very much affected. This is probably because CPDLC messages arrive 30 times more frequently than ATIS messages and the resulting CPDLC congestion in conjunction with large Acknowledgment time lengthens the end-to-end delay significantly.

Considering these results, it was proposed to recommend a value of 20 seconds for the TP4 acknowledgement timer. The rational that can be derived from WG2WP338 is the following: 

1. Although this value is not large enough to allow multiple TSDUs to be acknowledged with one single ACK, it is large enough to capture multiple segments of large TSDUs.

2. This value is the largest value that does not introduce the adverse effect of lengthening the end-to-end delay of CPDLC communications

3. This is the optimal value with regard to the resulting end-to-end delay for the ATIS traffic

2 Discussion

There are both advantages and drawbacks in delaying acknowledgements. 

The advantages are the following:

1. Delaying the transmission of an ACK TPDU may allow to acknowledge more than one received TPDUs with the same ACK, and therefore to reduce the amount of ACK PDUs transiting in the network. This contributes to save bandwidth.

It must be noted that for such a type of optimisation (reduction of the number of ACK transmitted), the 'delayed acknowledgement procedure' must more particularly be triggered on receipt of a DT TPDU that has not its 'end of TSDU' flag set. Also, the interest of the procedure is maximised when the applications at the origin of the traffic generate large TSDUs. Theoretically for a given application, the value of the acknowledgement timer that would allow the maximum reduction in the number of ACK transmitted should be equal to the transit delay of the largest TSDU that can be submitted by the application, minus the transit delay of the first DT TPDU.

2. Delaying the transmission of an ACK TPDU may allow to get the opportunity to concatenate (piggyback) this ACK PDU with a DT PDU that is sent as a response to the DT PDU to be acknowledged. This avoids the transmission of 2 separate datagrams on the network, and contributes to save bandwidth.

It must be noted that for such a type of optimisation, the 'delayed acknowledgement procedure' must more particularly be triggered on receipt of a DT TPDU that has its 'end of TSDU' flag set. The appropriate acknowledgement delay depends on the response time of the application. If the application is an automatic information server, a very short acknowledgement timer may be sufficient (e.g. 1ms). On the other hand, if the application response depends upon human (e.g. pilot or controller) interaction, a long delay may be required to insure concatenation of the AK TPDU with the response DT TPDU. Finally, if the traffic is purely unidirectional, it is not necessary to delay the acknowledgement for piggyback optimisation purpose.

The drawbacks are the following:

1. The acknowledgement delay contributes to lengthen the round-trip time that can be observed by the remote transport entity and consequently lengthens the time of detection of PDU losses, and finally the recovery time. For example, with an acknowledgement delay of 20 seconds, PDU losses are only detected 20 seconds after the time detection could have been possible with a null acknowledgement delay. The PDU retransmission and finally its reception by the destination system are therefore delayed of these 20 seconds.

The importance of this problem must of course be moderated by the probability of packet loss. If packet losses are very rare events, this problem can be ignored. On the other hand, if the path is lossy, the raise in the recovery delay introduced by the acknowledgement timer may impact the overall performance and prevent meeting the operational transit delay requirements.

It must be noted that the simulation studies that led to propose an Acknowledgement timer value of 20 seconds assumed a very small probability of packet loss (10-6). This must be the reliability that can be expected from ISO 8208 subnetworks. 

However, experiences proved that such level of reliability is not yet reached by the current AMSS subnetworks: resets and abrupt disconnections are often observed on satellite connections and, as a consequence, packet losses are not as rare as could have been expected. 

Statistics on the real reliability of the VDL Mode 2 and 3 subnetworks are not known. It is expected that these subnetworks will be very reliable and thanks to the operation of the ISO 8208 protocol, the probability of packet loss (10-6) should be very small (e.g. 10-6). However, these subnetworks are small range subnetworks (as compared with the satellite subnetworks), and packet losses may occur during handover from an air/ground BIS to another air/ground BIS.

Finally, it is suspected that the 'frame mode' VDL Mode 3 subnetwork will be less reliable than the ISO 8208 VDL Mode 3 subnetwork. 

2. Generating fewer ACKs may cause needless retransmission timeouts in lossy environments, as it increases the possibility that an "entire window" of ACK is lost, forcing a retransmission timeout. So, by generating more ACKs, it becomes more likely in the face of packet loss that enough ACKs will reach the sender, and that this sender will not retransmit unnecessarily.

3. Since an ACKs trigger the transmission of new data, acknowledging more packets with a single ACK, allows the sender to transmit more packets in response to an ACK. In the absence of congestion, because each ACK advances the window by increasingly large amount, long acknowledgement delay may lead to progressively burstier transmissions by the sender, as it sends more and more back-to-back packets as fast as it can. The burst size is determined by the number of previously unacknowledged packets the ACK covers plus the additional credit that may be granted if no congestion is detected. Then, as this burst of traffic grows, the likelihood of overwhelming the air/ground or airborne BIS increases. This leads to sudden raise of the depth of the output queue of these BISs, and may lead to higher drop rates for both the transport connection and other transport connection passing through the congested gateway.

For air/ground transport connection, a burst of 3 packets will typically be sufficient to cause the setting of the congestion-experienced flag in the associated NPDUs. A burst of 4 packets will be sufficient to reach the 50% congestion ratio that triggers the congestion control mechanism and leads to credit reduction. This means that, at the best, the credit granted by the receiving transport entity should oscillate between 3 and 4. It follows that it is not necessary to set the acknowledgement delay higher to the transit delay of 2 consecutive DT TPDUs.

4. When congestion is not experienced the ATN TP4 congestion avoidance algorithm increases the transmission window by 1 packet for each ACK received. Therefore, increasing the ACK interval (thus decreasing the rate at which ACKs are transmitted) increases the amount of time it takes to increase the transmission window to an appropriate operating point, and the connection consequently suffers from reduced performance.

5. Finally, the use of long acknowledgement timers is intuitively sub-optimal in the following sense. One of the goals of the TP4 operation should be that, in the absence of any competing network traffic, a transport connection should quickly reach a state in which it delivers packets to the receiving end continuously and at the available bandwidth. Yet a long acknowledgement delay cannot achieve this goal. The fundamental problem is that, regardless of how large the transmission window grows, it always eventually comes to an end, at which point the receiving TP4 entity sends the sole ACK for that entire burst of packets. While that ACK is traversing the network back to the sender, the sender is perforce doing nothing, because it has already sent its entire transmission window and cannot send any more data until an ACK arrives to advance the window. Thus, a lull equal to the round-trip time accommodates each burst of data. 

Then, the problem comes from the fact that the acknowledgement delay lengthens the round-trip time, and consequently lengthens the lull between each burst of data. In the worst case, the round-trip time is lengthened by the entire duration of the acknowledgement timer. This may happen, for instance, when the credit granted to the sender has been reduced to 1, and DT packets are transmitted one per one. 

3 Further discussion

It is of interest to consider the above advantages and drawbacks of a long acknowledgement delay policy with respect to the characteristics of the ATSC applications.

3.1 ADS traffic

Considering the advantages of the 'delayed acknowledgement procedure' with respect to the characteristics of the ADS traffic, it must be noted that:

1. ADS reports are short messages which in most case will fit within one single DT TPDU. Furthermore, the period of time between 2 consecutive ADS reports is relatively long. Consequently, on receipt of a DT TPDU conveying an ADS report, there is little to gain by delaying the ACK with the hope for more data to acknowledge. 

2. For the most, ADS traffic is unidirectional. There is generally no message sent by the ground ADS application on receipt of an ADS report. Consequently, on receipt of a DT TPDU conveying an ADS report, there is little to gain by delaying the ACK with the hope of an opportunity to concatenate the ACK with a DT TPDU sent in the reverse direction.

As far as the drawbacks of the 'delayed acknowledgement procedure' are concerned, it must be noted that:

1. Drawbacks 3, 4 and 5 are not a concern for ADS traffic  (ADS applications do not generate burst traffic).

2. Drawbacks 1 and 2 become major if the loss rate is high (operational requirements concerning the delay and variance of delay of ADS reports are assumed to be demanding)

Conclusion: it is suspected that the use of a very short acknowledgement delay is more appropriate on transport connection used to convey ADS traffic.

3.2 CPDLC traffic

Considering the advantages of the 'delayed acknowledgement procedure' with respect to the characteristics of the CPDLC traffic, it must be noted that:

1. CPDLC traffic consists for the most of short messages that fit within one single DT TPDU. Furthermore, the period of time between 2 consecutive CPDLC messages is unpredictable and relatively long. Consequently, on receipt of a DT TPDU conveying an ADS report, there is little to gain by delaying the ACK with the hope for more data to acknowledge. 

2. CPDLC traffic is bidirectional. In some cases, automatic response may be generated by the CPDLC application on receipt of CPDLC messages (e.g. the LACK message). Consequently, on receipt of a DT TPDU conveying a CPDLC message, it may be of interest to delay the ACK with the hope to concatenate the ACK with a DT TPDU sent in the reverse direction. However, the acknowledgement delay does not need to be very long (in the order of the response time of the CPDLC application (less than 1 second))

As far as the drawbacks of the 'delayed acknowledgement procedure' are concerned, it must be noted that:

3. Drawbacks 3, 4 and 5 are not a concern for CPDLC traffic  (CPDLC applications do not generate burst traffic).

4. Drawbacks 1 and 2 become major if the loss rate is high (operational requirements concerning the delay and variance of delay of CPDLC messages are assumed to be demanding)

Conclusion: it is suspected that the use of a very short acknowledgement delay is more appropriate on transport connection used to convey CPDLC traffic.

3.3 ATIS traffic

Considering the advantages of the 'delayed acknowledgement procedure' with respect to the characteristics of the ATIS traffic, it must be noted that:

1. Uplink ATIS messages can be large (up to 7200 octets). Burst of DT TPDUs may therefore occur in the uplink direction over transport connection associated with ATIS applications. Consequently, on receipt of a DT TPDU conveying ATIS data, it may be of interest to delay the ACK with the hope for more data to acknowledge. 

2. On the ground, it may be of interest to delay the ACK with the hope to concatenate the ACK with the first DT TPDU sent in the reverse direction in response to the ATIS request. However, the acknowledgement delay does not need to be very long (in the order of the response time of the CPDLC application (less than 1 second))

As far as the drawbacks of the 'delayed acknowledgement procedure' are concerned, it must be noted that:

3. Drawbacks 1 and 2 may not be critical (operational requirements concerning the delay of ATIS messages are assumed to be less demanding than those of other ATSC applications)

4. Drawbacks 3, 4 and 5 apply to ATIS traffic. The use of a long acknowledgement timer lengthens the transit delay of the uplink ATIS messages. However, this may not be a problem if the operational requirements concerning the delay of ATIS messages are not very demanding.

Conclusion: none

4 Conclusion

It is intuitively suspected that a short acknowledgement timer value (less than 1 second) would generally be more appropriate than the 20 seconds being currently recommended in the SARPs. This comes from the analysis of the advantages and drawbacks of using long acknowledgement delays and from the following considerations:

1. Most of the TSDUs generated by the currently defined ATN ATSC application are small enough to fit within one single (1024 octet long) DT TPDU

2. Consecutive ATSC messages are generally spaced out a long period of time apart

3. In the early stage of the ATN, the packet loss rate could not be as good as expected

4. operational requirements concerning the delay and the variation of delays of ATSC messages are demanding

Finally, if it is acknowledged that the packet loss rate could not be as good as expected in the early stage of the ATN, it might be useful to reconsider as well the recommended value of the TP4 window timer (4000 seconds). This value was proposed with the rational that, with a very small probability of packet loss (10-6), it is not necessary to have multiple window updates within one inactivity period. (The window timer is a keepalive timer that prevents the transport connection to be cleared when there is no activity). 
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