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Summary

This paper presents the status of the Proposed Defect Reports (PDRs) raised against Sub-Volume 5 since the completion of the 2nd Edition of Doc 9705 (i.e. CCB/9 meeting in May 1999).

Title:
Remove jitter on IDRP timers for Airborne BIS

PDR Reference:
99070004

Originator Reference:
ATNSI SPCR

SARPs Document Reference:
ICS SARPs, Section 5.8.3.5.4

Status:
RESOLVED

Impact:
C (Clarification)

PDR Revision Date:

PDR Submission Date:
14 July 1999

Submitting State/Organisation:
ACI/ATNSI

Submitting Author Name:
True, Bill / Stokes, S.

Submitting Author E-mail Address:
rri-tech@tlse.sofreavia.fr / Shawn.Stokes@ATNSI.COM

Submitting Author Supplemental

Contact Information:
(ACI Contact: Bill True rri-tech@tlse.sofreavia.fr)

SARPs Date:
Doc 9705

SARPs Language:
English

Summary of Defect:

Section 5.8.3.5.4 of the ATN Internet SARPS, the APRL for IDRP Update Send Process, requires the use of jitter on IDRP timers for G-G, A-G and Airborne routers.  Because of other restrictions on the characteristics of an airborne router, the jitter algorithm is not needed for the airborne case, and unnecessarily complicates the implementation of an airborne BIS.

Assigned SME:
K-P Graf (SME Sub-Volume 5)

Discussion:

In ISO 10747, jitter is introduced on the minRouteAdvertisementInterval and MinRDOriginationInterval timers to prevent peaks in the distribution of routing traffic caused when routing updates are generated fast enough to be limited by these two timers. Jitter is needed to smooth the routing traffic in a large network like the ATN and will be important in the Ground-Ground connections. However, for the reasons described below, jitter is not needed for airborne implementations of IDRP.

Since an airborne routing domain is always an end routing domain, it does not use the minRouteAdvertisementInterval timer, but it does use MinRDOriginationInterval.  However, since each aircraft is a separate routing domain, the routing information that it advertises to the ground does not usually change over the lifetime of a BIS-BIS connection, therefore an airborne router will probably never be transmitting BIS UPDATE PDU's at the MinRDOriginationInterval rate. Also, even if the aircraft should end up sending UPDATE BISPDU's at that rate, the events that would cause this are specific to that one aircraft so it is not likely that updates from multiple aircraft could become synchronised, and any synchronisation that did occur would be broken when the aircraft moves from one ground routing domain to another.  These considerations imply that jitter should not be required for airborne routers. (Note that JITTER does not reduce total routing traffic, it only smoothes the peaks.)

The reference for the ATN IDRP APRL for "JITTER" is ISO 10747, section 7.17.3.3 and the PICS proforma A.4.4. The ISO specification requires jitter for all conforming implementations, however the ATN SARPs can relax this requirement for Airborne routers with no adverse impact on IDRP performance or stability. Changing the APRL item from mandatory to optional will reduce the complexity and cost for airborne implementations of IDRP.

Proposed SARPs amendment:

A)  At the end of Table 5.8-7 include an additional row as follows:

"|   8.    |   Application of Jitter on Timers  |     Note 8.—An aircraft is always an End Routing Domain. Hence it will not use the minRouteAdvertisementInterval timer (see 2. above). Furthermore it is unlikely to report changes in locally originated routes at the MinRDOriginationInterval rate as this routing information does not usually change over the lifetime of a BIS-BIS connection.  |"

B)  Change the last row of the table in 5.8.3.5.4 from:

+ ------------------------------------------------------------------+

| JITTER | Does this BIS provide |7.17.3.3 |M | M | M | M |

|               | jitter on its timers?      |              |     |     |      |     |

+ ------------------------------------------------------------------+

to:

+ ------------------------------------------------------------------+

| JITTER | Does this BIS provide |7.17.3.3 |M | M | M | O |

|               | jitter on its timers?      |              |     |     |      |     | 

+ ------------------------------------------------------------------+

SME Recommendation to CCB: Accept Proposed SARPs Amendment

CCB Decision:   ACCEPTED (27 July 1999)

                           RESOLVED (31 August 1999)

Title:
ATN NSAP Compression Algorithm (ACA)

PDR Reference:
99070006

Originator Reference:

SARPs Document Reference:
ICS SARPs, Section 5.7.6.4

Status:
PROPOSED

Impact:
C (Clarification)

PDR Revision Date:

PDR Submission Date:
28 July 1999

Submitting State/Organisation:
DFS/Germany

Submitting Author Name:
Klaus-Peter Graf

Submitting Author E-mail Address:
klaus.graf@unibw-muenchen.de

Submitting Author Supplemental

Contact Information:

SARPs Date:
SV 5 Amendment 1

SARPs Language:
English

Summary of Defect:

The current specification of the ACA is defective as it is not in line with the ATN NSAP address field definition in section 5.4, in particular with respect to the VER field and ADM field.

Assigned SME:
Sub-Volume V SME (K.-P. Graf)

Discussion:

A review of current ATN implementation projects indicates that the optional ACA is not implemented by these projects. Furthermore, the benefits of the ACA are only marginal if the Local Reference (LREF) compression option is in use. This option is implemented by current ATN projects and is expected to be offered as data compression procedure by ATN A/G and Airborne BISs. Consequently the removal of the ACA from SV 5 is proposed.

Proposed SARPs amendment:

1) Remove ACA from Note 2 of 5.7.6.1.1

2) Update Figure 5.7-2 and Table 5.7-2

3) Delete Note of 5.7.6.2.1.5.9, 5.7.6.2.1.5.10, 5.7.6.2.1.7.3.3 and 5.7.6.2.2.2.2

4) Revise Figure 5.7-3, 5.7.6.2.3.2 b), 5.7.6.2.3.3 b) and Table 5.7-3

5) Add Note to 5.7.6.4 indicating that the text of this section has been deleted

6) Delete 5.7.6.4.1, 5.7.6.4.1.1, 5.7.6.4.2 incl. all sub-paragraphs,5.7.6.4.3 incl. all sub-paragraphs, 5.7.6.4.4 incl. all sub-paragraphs, 5.7.6.4.5 incl. all sub-paragraphs, 5.7.6.4.6 incl. all sub-paragraphs

7) Revise 5.7.7.8.1

8) Add Note to 5.7.7.8.6 indicating that the APRL of this section has been deleted

9) Delete Table of 5.7.7.8.6

SME Recommendation to CCB:   Accept Proposed SARPs Amendment

CCB Decision:   PDR ACCEPTED (2 August 1999)

Title:
ATSC Class of Locally Originated Routes

PDR Reference:
99070005

Originator Reference:

SARPs Document Reference:
ICS SARPs, Section 5.8.3.2.4.2.1 c)

Status:
SUBMITTED

Impact:
B (Bug)

PDR Revision Date:

PDR Submission Date:
2 August 1999

Submitting State/Organisation:
ProATN A/G BIS DevelopmentTeam

Submitting Author Name:
Klaus-Peter Graf

Submitting Author E-mail Address:
klaus.graf@unibw-muenchen.de

Submitting Author Supplemental

Contact Information:

SARPs Date:
SV 5 Amendment 1

SARPs Language:
English

Summary of Defect:

The following problem had been encountered when testing the home route concept inside the ProATN BIS:

As indicated in ICAO SARPs section 5.8.3.2.4.2.1 c), any IDRP route originated locally inherits the ATSC class(es) supported by the IDRP adjacency it is advertised on.

This clause seems to conflict with some other clauses specifying how to set up routes to "Home" domain (section 5.3.7.1.2.1 e) for instance):

- On one hand, home routes are specified such that they support all classes of ATSC traffic.

- On the other hand, an home route is considered as a local route for the BIS that initially distributes this route. Thus, applying clause 5.8.3.2.4.2.1 c above to a home route prevents this route from supporting all ATSC classes (since its classes are enforced when advertisement is done).

This clause also conflicts with the clause 5.3.7.1.3.1.c) specifying how backbone routers have to advertise a default route to 'all aircraft' to non-backbone routers:

- On one hand, the default routes to 'all aircraft' is specified such that it supports all classes of ATSC traffic.

- On the other hand, the default route to 'all aircraft' is considered as a local route by the backbone BIS that initially distributes this route. Thus, applying clause 5.8.3.2.4.2.1 c) above to a default route to 'all aircraft'  prevents this route from supporting all ATSC classes (since its classes are enforced when advertisement is done).

It should be more appropriate to manage home routes and routes to 'all aircraft' in the same way as routes received from another BIS. But there is no practical criterion to distinguish at creation time between a 'true' local route and a 'home' or 'all aircraft' route.

One could argue that the solution to this problem is a local matter. However, as explained above, it seems that the core of the problem itself resides in the definition of 'routes originated locally' made by the SARPS, which implicitly cover the case of home routes.

Assigned SME:
Sub-Volume V SME (K.-P. Graf)

Discussion:

This PDR has been reviewed by IDG/1. The meeting agreed that a clarification may be added to the SARPs to the end that the requirement on locally originated 'home routes' (as specified in paras 5.3.7.1.2.1 e), 5.3.7.1.5.1 c) and 5.3.7.3.2.1 d)) and the requirement on locally originated routes to 'all aircraft' (as specified in para 5.3.7.1.3.1 c)) extend the requirement of locally originated routes in  para 5.8.3.2.4.1 c).

Proposed SARPs amendment:

In para 5.8.3.2.4.2.1 add the following additional bullets d) and e) and renumber the existing bullets d) and e) to become f) and g):

"d)    if the route

       1)    has been originated locally (i.e. within the same Routing Domain), by a Router other than an Airborne Router, and

       2)    is a route to a Mobile RD's home (see 5.2.2.5), then an ATSC Class security tag indicating support for both ATSC and non-ATSC traffic, and for all ATSC Classes supported for air/ground data interchange, shall be added to the route.

Note. -- A route to a mobile RD's home must be available for any kind of air/ground data traffic and consequently has to signal support of all ATSC Classes, as defined in 5.3.7.1.2.1 e), 5.3.7.1.5.1 c) and 5.3.7.3.2.1 d). This type of locally originated route extends the requirement specified in c) above.

e)    if the route

      1)    has been originated locally (i.e. within the same Routing Domain), by a Router other than an Airborne Router, and

      2)    is a route to all AINSC and ATSC Mobiles (see 5.3.7.1.3.1 c)), then an ATSC Class security tag indicating support for both ATSC and non-ATSC traffic, and for all ATSC Classes supported for air/ground data interchange, shall be added to the route.

Note. -- A route to all AINSC and ATSC Mobiles must be available for any kind of air/ground data traffic and consequently has to signal support of all ATSC Classes, as defined in 5.3.7.1.3.1 c). This type of locally originated route extends the requirement specified in c) above."

SME Recommendation to CCB: Accept PDR

CCB Decision:   ACCEPTED (31 August 1999)

 Title:
Over-specification of ARS Address Field Assignment 

PDR Reference:
99080004 

Originator Reference:
AJW/99/1 

SARPs Document Reference:
5.4.3.8.4.2 

Status:
(not yet) SUBMITTED 

Impact:
C (Clarification) 

PDR Revision Date: 

PDR Submission Date:
20/08/99 

Submitting State/Organization:
Eurocontrol 

Submitting Author Name:
Whyman, A 

Submitting Author E-mail Address:
tony.whyman@fans-is.com 

Submitting Author Supplemental 

Contact Information:
+44 1962 735580 

SARPs Date:
Doc 9705 Amend 1 

SARPs Language:
English 

Summary of Defect: 

The SARPs state that 

"5.4.3.8.4.2 In the Fixed AINSC and ATSC Network Addressing Domains, the value of the ARS field shall be a 24-bit unsigned binary number that uniquely identifies the NSAP Addresses and NETs assigned to systems in a single Routing Domain." 

However, whilst this is useful guidance, there is no need to be so prescriptive. ATN Routers forward packets by comparing address prefixes and for inter-domain routing do not have any knowledge of the fields specified in the Addressing Plan - they are purely for administrative convenience. A requirement for an fixed 11 octet prefix for a routing domain is only needed for airborne systems (see optional non-use of IDRP). It is not necessary for Ground Systems. 

Note that this problem first arose when ARINC were trying to assign unambiguous ATN NETs and VDL Specific Addresses to their routers. VDL uses the ADM/ARS field of an NET to identify Routers and it was not possible to make an unambiguous assignment if all such routers were in the same routing domain. 

Assigned SME:
SME 5 (Klaus-Peter Graf) 

Proposed SARPs amendment: 

1) Change existing section 5.4.3.8.4.2 to read:

"5.4.3.8.4.2 In the Fixed AINSC and ATSC Network Addressing Domains, the value of the ARS field shall be a 24-bit unsigned binary number which is used to uniquely identify a Routing Domain or a Routing Domain and a subordinate Routing Area respectively.”

2) Add the following note at the end of section 5.4.3.8.4.2:

“Note. -- An Organisation may choose to use either the most significant 8 bits, the most significant 16 bits or all 24 bits of the ARS field to uniquely distinguish its Routing Domains.”

3) Add the new section 5.4.3.8.4.3 as follows:

“5.4.3.8.4.3 In the case that the body responsible for assignment of the ARS field chooses to use the most significant 8 bits or the most significant 16 bits to uniquely distinguish its Routing Domains, the remaining part of the ARS field shall, together with the LOC field, be used to uniquely identify the Routing Areas within those Routing Domains." 

4) Renumber the existing sections 5.4.3.8.4.3 and 5.4.3.8.4.4 to become 5.4.3.8.4.4 and 5.4.3.8.4.5

SME Recommendation to CCB: Accept PDR 

CCB Decision:

The following email exchange is not directly related to Sub-Volume 5, but exposes a problem in the AMSS SARPs which may heavily impact the ATN internet. The reported problem has been identified in the frame of the Data Link Trials currently performed by DFS in the context of the German ATN and data link validation and experimentation programme.

From: THOMAS SCHADE [SMTP:schade@se.dfs.de]

Sent: 27 July 1999 16:52

To: Greg.Wales@ravl.co.uk <mailto:Greg.Wales@ravl.co.uk> 

Subject: An obvious flow control problem

Dear Greg,

As I told you a couple of weeks ago, we are working on very intensive comparative data link investigations. In this scope, we come across a problem which seems to be lead back to an incorrect behaviour of the SDU. From our point of view, the flow control of the SDU doesn't work proper. If a data source (DTE) sends data with a high data rate, this will result in a RESET initiated by the AMSS sub-network.

This behaviour wasn't observed during our up-link trials (the flow control between the ground DTE and the GES has been working well), but it happens all the time if data is sent with a rate higher than 50 bit/s. Attached is a SDU log-file. Maybe it will help to analyse this behaviour.

I hope that we can find an answer on this question, because otherwise our report will be based on AMSS down-link measurements with a data rate of 50 bit/s which can't be very satisfactory for prospective users.

With friendly regards

Thomas Schade

From: Osbourne, Tony 

Sent: 28 July 1999 16:08

To: Schade, Thomas

Cc: Gregory, Chris

Subject: RE: An obvious flow control problem

Greg,

The problem is due to the fact that there are different flow control mechanisms defined in Inmarsat's SDM. For messages on the R-Channel (<= 33 bytes) only one message can be transmitted at a time before flow control is asserted. For the case of T-Channel (> 33 bytes) the number of messages is dependent on the transmit rate, 4 for 600, 6 for 1200 and 8 for 10500, before flow control is asserted. In our design whenever the T-Channel flow control limit is reached we inform the external DTE but do not inform them when the R-channel occurs. The reason for this implementation is that if flow control was asserted on every message it would put and intolerable overhead on the DTE to DCE link. 

The real problem is that SDM defines that T-Channel data always has priority over R-Channel data thus in testing form DFS they are sending to the SDU several small messages which are queue up within the SDU ,and sent one at a time over the R-Channel, followed by large messages which go over the T-Channel. The T-Channel messages are sent before the R-Channel messages as per spec and thus  arrive at the GES out of sequence and the GES generates the error message DTE Originated, Network Congestion P(S) Invalid. 

The way the Inmarsat system was designed to be used is that files to be transmitted would be normally greater than 33 bytes and would be split up into chunks of 128 bytes for sending from the external DTE to the SDU DCE over the 8208 link. The chunks would then be re-combined and sent over the satellite link via the T-Channel in lumps up to 504 bytes. 

My suggestion to test the throughput of the system is to send the following:

1) All files should be less than 33 bytes in length and wait until all the files are received before going onto the next test  or

2) All files should be large  > 33 bytes

I hope this helps, feel free to contact me for further details.

Tony Osbourne

Betreff:  Antw: FW: An obvious flow control problem

Datum: Fri, 06 Aug 1999 13:52:48 +0100

Von: THOMAS SCHADE <schade@se.dfs.de>

An: Greg.Wales@ravl.co.uk

Dear Greg,

Further tests, which were performed this week, confirmed Tony Osbournes comment.

Attached is a log file kindly recorded by the Aussaguel staff yesterday morning. Objective of this test was to trace the behaviour of the AES and GES when 20 small data packets (< 33 bytes) are transmitted followed by several data packets greater than 33 bytes. 

Two interesting reactions could be observed:

1) After the successful transmission of the first three small data packets, an ACCESS REQUEST DATA was sent over the R-Channel. This request was answered via the T-Channel with an T CHANNEL ASSIGNMENT.  Strangely enough this procedure is repeated for 6 times before the first (large) data packet is transmitted over the T-Channel.

2) After the reception of the first large data packet by the GES with SNPDU No 14, a reset is initiated by the network, because this packet is out of sequence.

From my point of view, the GES doesn't react correctly with respect to the AMSS SARPs (Annex 10

Part I) which say:

4.7.3.9.8 OUT-OF-SEQUENCE DATA SNPDU PROCEDURE

4.7.3.9.8.1 The SSNDPX shall process received data SNPDUs in proper sequence, according to SNPDU

number to construct data packets to be forwarded to the IWF. The SSNDPX shall discard duplicate

SNPDUs.

Note.- The receiving link layer at the GES may deliver SNPDUs to the SSNDPG in altered sequence.

The SSNDPG assembles data SNPDUs in proper sequence before forwarding them to the IWF.

4.7.3.9.8.2 SSNDPG actions for out-of-sequence data SNPDUs

A data SNPDU shall be defined as out of sequence if and only if its SNPDU number does not

immediately follow the SNPDU number of the last received data SNPDU that has been used in creating

the last data packet.

Note.- SNPDU numbers are incremented modulo 256. Thus, SNPDU number O follows SNPDU number 255.

4.7.3.9.8.2.1 If an out-of-sequence data SNPDU is not a duplicate, the SSNDPG shall store the

out-of-sequence data SNPDU. If no more storage is available, the SSNDPG shall place the logical

channel in the reset state and extend the reset to the IWE.

4.7.3.9.8.2.2 Stored data SNPDUs shall be processed to create data packets whenever this can be

done without creating an out-of-sequence condition. Data packets shall be forwarded to the IWF as

soon as possible.

4.7.3.9.8.3 SSNDPA actions for out-of-sequence SNPDUs

If a data SNPDU is received which is not a duplicate but has an SNPDU number not immediately

following the SNPDU number of the data SNPDU last received, the SSNDPA shall initiate a reset of

the connection.

What's your opinion about that? Do you agree with me that the GES should store a certain amount of data SNPDUs if they are out of sequence, before they are forwarded to the attached X.25 network? Further I wonder why the AES needs six T CHANNEL ASSIGNMENTs before transmitting the first large data packet over the T-Channel.

Best Regards,

Thomas Schade
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