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Introduction


The 14th ATNP WG2 meeting discussed the queries raised by AMCP WGA in the Flimsy 12-24a dated 09/02/98. This Flimsy summarizes WG2 conclusions on each question.





Join and Leave Event Reporting


Note: the AMCP query was the following « It would be useful to know whether ATNP are planning to provide more specific guidance on the anticipated reliability requirements for reporting join/leave events of air/ground subnetworks such as AMSS.  Similarly, it is planned to provide more specific information on tolerable delays between loss of the subnetwork connection and the reporting of a leave event?"


There is probably a need for additional guidance as the issue is complex and involves much more than just the subnetwork or just the Internet communications service alone. The most important issue is the QoS requirements and, in particular, the service availability, transit delay and continuity of service requirements. It is anticipated that such requirements will be placed on the overall data communications service.  While the ADSP has already provided some definition of QoS requirements, it appears that it may ultimately be the responsibility of the States and/or regional planning groups.  


During the period between the effective loss of an SVC over AMSS and this being reported to the ATN Routers (i.e., via a leave event), packets may be routed to the failed SVC and either be queued or simply dropped by the AMSS DCE.   Ideally in the situation where the AMSS DCE had not previously detected the loss of the SVC, the packet received from the router should be the triggering event to allow the AMSS DCE to detect that the SVC has been lost.  In this case the AMSS DCE should then generate a leave event back to the ATN router and clear the SVC.  If, on the other hand, the AMSS DCE had already detected the loss of the link  to the aircraft and had not yet cleared the connection to the router, it should respond to a packet received from the ATN router with a clear request. 





In the case where the AMSS subnetwork has lost the connection and not yet informed the ATN router, the ultimate result will be retransmission of the lost packets and hence an increase in network load and end-to-end transit delay. If the situation persists for long enough then the end-to-end transport connection will be lost resulting in a loss of service, thus decreasing service availability.  Such a situation will adversely effect the QoS provided by the overall communications service.  


The problem in working out a suitable value for a delay between circuit loss and the leave event is statistical. There are two situations that need to be considered.  First, in the absence of other communications traffic (i.e., via the ATN router) the AMSS subnetwork needs to be able to detect the loss of a connection.  It is our understanding that the AMSS SARPs define a mechanism for doing this.  The second situation is the case where the AMSS subnetwork DCEs do not know that the connection has been lost and it is a packet received from the ATN router that becomes the triggering event for the detection that the connection has been lost.  One approach to determine an appropriate maximum delay for generation of the leave event, for the first case, would be to construct a model with, for example,  the ADS reporting rate as input and determine the impact on transit delay and likely loss of communications if a report is sent in the time between SVC loss and the loss being reported, given a known probability of SVC loss. If SVC loss only occurs on handover then perhaps quite a long period (e.g., equal to or somewhat greater than the ADS reporting rate) could be tolerated. However, if it is more frequent then a much shorter period will be necessary.  In the second case it is important that the AMSS DCE quickly detect the loss of the connection and generate a leave event.  This will allow the transport connection to remain open and the packet to be delivered via an alternative path, if available.


Priority Level of IDRP Keep-alives


Note: the AMCP question was the following: « Are ATNP planning to provide more specific information/guidance on how the settings of such timers are to be determined or is this regarded as purely a  local issue? »





The ATN SARPs specify the requirements for IDRP timers.  These timer values were based on a combination of simulations and engineering judgement.  IDRP Keepalives are necessary over the A/G data link as a means of clearing out obsolete information in the ATN BIS’s routing information base.  This is needed to address the situation where the router has failed to receive a leave event.  Liveness checks on a per subnetwork basis are a separate issue and should not be confused with IDRP Keepalives. The generation of join and leave events by the mobile subnetwork is the mechanism for allowing the ATN router to dynamically determine connectivity with the IDRP keepalives serving more of a cleanup function.  Three hours was selected for the rate of IDRP keepalives over the AMSS as this value was believed to not place an undue burden on the subnetwork.





Note: There was a second question associated with this issue: « An IDRP keep-alive setting of 3 hours is equivalent to the transmission of only two Keepalives during a North Atlantic flight and it seems hard to justify transmitting these at the highest priority level (14).  AMSS has also identified priority 5 for the exchange of management traffic and, with the infrequency of  this keep alive traffic, it would seem more appropriate to use this priority level. »





All IDRP exchanges between BIS pairs are made over a single connection, as per ISO 10747.  All PDUs on the same data flow must be sent at the same priority. Furthermore, network management and routing traffic must be sent at a higher priority to user data (including distress messages) as the consequence of network management and routing traffic being held back by such traffic is that the network may be unable to respond to topology changes in time to permit the delivery of user data. (e.g. user retransmissions may actually block the routing update that would enable their correct delivery). IDRP Keepalives PDUs cannot therefore be exchanged at a priority other than the priority 14.





Non-use of IDRP


Note: the question was: « Please would ATNP confirm that, although 'non-use of IDRP" is a recognized mode of operation in the ATN SARPs, the preferred mode of operation will be to include the use of IDRP on all air/ground links.  Also, is it planned to provide any more guidance on circumstances under which "non-use of IDRP" would be  appropriate? »


Firstly, ATNP/WG2 confirms that the ‘non-use of IDRP’ option is indeed a recognized mode of operation. 


Secondly, ATNP/WG2 confirms that the preferred mode of operation includes the use of IDRP on all A/G links, especially with aircraft equipped to access simultaneously several A/G subnetworks. But, in some cases, such as general aviation aircraft equipped to access only one single A/G subnetwork, the ‘non-use of IDRP’ option may be sufficient.


