 Definitions and Concepts

�
Objectives and Goals

Note 1.—  In computer data networking terminology, the infrastructure required to support the interconnection of automated ATM systems is referred to as an internet.  Simply stated, an internet comprises the interconnection of computers with gateways or routers via real subnetworks.  This allows the construction of a homogeneous virtual data network in an environment of administrative and technical diversity.  Given the desire to interconnect an evolving and ever wider variety of aircraft� and ground�based computers to accomplish this ATM automation, it is clear that the civil aviation community needs a global data internet.  The internetworking infrastructure developed by ICAO for this purpose is the ATN.

Note 2.—  The ATN design allows communication services for different user groups, i.e. air traffic services (ATS), aeronautical operational control (AOC), aeronautical administrative communications (AAC) and aeronautical passenger communications (APC).  The design provides for the incorporation of different air-ground subnetworks (e.g. SSR Mode S, AMSS, VDL) and different ground�ground subnetworks, resulting in a common data transfer service.  These two aspects are the basis for interoperability of the ATN and will provide a reliable data transfer service for all users.  Furthermore, the design is such that user communications services can be introduced in an evolutionary manner.

Note 3.—  The ATN is capable of operating in a multinational environment with different data communication service providers. The ATN is capable of supporting ATSC as well as AINSC.

Note 4.—  The ATN is capable of supporting the interconnection of End Systems (ES)  and Intermediate Systems (IS) using a variety of subnetwork types.

Definitions

Note. This specification makes extensive use of the definitions, concepts and terminology derived from the OSI Reference Model (ISO 7498 parts  1-4) and the OSI Routing Framework (ISO TR 9575).

The ATN Internet

The ATN shall consist of a set of interconnected Routing Domains (RDs), within the global OSI Environment (OSIE). [a6 t 0790] Each such RD shall contain Air Traffic Service Communication (ATSC) and/or Aeronautical Industry Service Communication (AINSC) related Intermediate and End Systems. A Routing Domain  that declares itself to be a Transit Routing Domain (TRD) shall implement a Routing Policy that supports the relaying of NPDUs received from at least one other Routing Domain to destinations in another Routing Domain. Otherwise, the Routing Domain shall be defined as an End Routing Domain (ERD).

ATN RDs

2.2.2.a. An ATN RD shall meet the requirements specified in ISO TR 9575 for ais a Routing Domain and shallthat includes one or more ATN Routers.

2.2.2.b. Every ATN RD shall have a unique Routing Domain Identifier (RDI).

Note.—  An RDI is a generic Network Entity Title (NET), and has the same syntax as an ATN NSAP Address; alias RDIs are permitted.

Administration RDs

Each Administration participating in the ATN shall operate one or more ATN RDs, comprising Air/Ground and Ground-Ground Routers as required to interconnect with Mobile RDs and other ground based ATN RDs, respectively.

Note.—  Adjacent Administrations may alternatively combine their RDs into a single RD.

Aeronautical Industry RDs

Each aeronautical industry member participating in the ATN shall operate one or more Routing Domains (RDs), comprising Air/Ground and Ground-Ground Routers as required to interconnect with Mobile RDs and other ground based ATN RDs, respectively.

Note.Ä   Adjacent aeronautical industry domains may alternatively combine their RDs into a single RD.

Mobile RDs

Each ATN equipped mobile platform (e.g. an aircraft), shall operate at least one ATN RD. This shall be an End Routing Domain.  This ERD shall include ATSC and AINSC related Intermediate and End Systems contained within this mobile platform, and at least one Airborne Router (Router Class 6 or 7).

Note 1.—  An ATN mobile platform may operate multiple ERDs.

Note 2.— When more than one Airborne  Router is installed on board an aircraft, then each must be in a separate Routing Domain.

Recommendation.—  ATSC and AINSC End-Systems and Intermediate Systems located within a mobile platform should form a single Routing Domain, within the appropriate Administrative Domain. [a5 r 0080]

Note 3.—  A single routing domain minimizes the transfer of routing information over low-bandwidth air-ground subnetworks. [a5 n 0090]

Note 4.— It is anticipated that other classes of mobile platforms (e.g. airport surface vehicles, etc.) may be operated as ATN routing domains in the future.

The Ground ATN Internet

The Ground ATN Internet shall consist of one or more ATN Islands.

ATN Island

2.2.3.1.a. Each ATN Island shall comprise one or more ATN RDs forming a single ATN Island RDC. 

2.2.3.1.b. An ATN Island shall not contain any ATN mobile RD.

Note. An example ATN Island topology is presented in Figure 2-1

The Fixed ATN RDC

The Fixed ATN RDC shall comprise all ATN RDs other than Mobile RDs.

Note.—  The Fixed ATN RDC enables a ground ATN Router to advertise a route to a mobile, the destination of which is the entire fixed ATN, without having to enumerate the RDIs of all ATN RDs in the RD_Path Attribute.

The Global ATN Backbone

The Global ATN  Backbone shall comprise at least one ATN RD from each ATN Island, interconnected either directly or indirectly via other members of the Global ATN Backbone.

Note.— The purpose of the Global ATN Backbone is to provide a high availability core network of ATN Routers supporting ATN Mobile Routing.

ATN Island Backbone RDCs

Recommendation.—  Within each ATN Island, those ATN RDs that are members of the Global ATN Backbone should form a single RDC, the ATN Backbone RDC.

An ATN Backbone RDC, when present, shall be nested within an ATN Island RDC.

Note 1 .—  The purpose of the Backbone RDC is to permit more than one ATN RD to act as the default route provider for an ATN Island. It also provides a containment boundary to limit the impact of changes in routes to mobile RDs, to only the members of the Backbone RDC and not to the rest of the ATN Island.

Note 2.— This is only a recommended practice as in some regions, simpler, or other alternative structures may be more appropriate for an ATN Island.

The “Home” Domain

Aircraft for which inter-Island communications are required shall have a “Home” domain, which is a Routing Domain in an ATN Island. 

Note 1.— This “home” needs not be in either the ATN Island through which the aircraft is currently reachable, or in the ATN Island with which communication is required. 

Note 2.— The role of the “Home” domain is to advertise a default route to all the aircraft belonging to an airline, or the General Aviation aircraft of a given country of registration. This default route is advertised to the ATN Global Backbone in line with the routing policies specified in 3.7.
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� Example ATN Island Routing Domain Confederation Structure

Administrative Domains and the ATN

The Administrative Domain of each administration, and aeronautical industry member that operates one or more ATN RDs shall comprise both their ATN RDs, and any non-ATN RDs that they operate.

Note.—  The Routing Policies for communication between ATN and non-ATN RDs within the same Administrative Domain is a local matter.

ATN End Systems

Note 1.—  ATN End Systems are capable of communicating  with other ATN End Systems, either directly or indirectly,  to provide end-to-end communication service for both air/ground and ground/ground applications.

Note  2. An ATN End System is a realisation of the OSI End System architectural entity.

Note 3. An ATN End System supports one or more ATN Applications and supports their communication over the ATN by providing either the connection mode transport service, or the connectionless mode transport service, or both.

Physical and Data Link Layer

ATN End Systems shall implement  the appropriate Physical and Data Link Layer functions for access to the ATN subnetwork to which they are attached. [a5 t 0010]

Network Layer

ATN End Systems shall implement: [a5 t 0020]

The End System provisions of  ISO 8473 - Protocol for Providing the Connectionless Mode Network Service - as the Subnetwork Independent Convergence Function (SNICF) as specified in Chapter Section 6. [a5 t 0030]

a Subnetwork Access Protocol (SNAcP) suitable for each underlying subnetwork. [a5 t 0040]

a Subnetwork Dependent Convergence Facility (SNDCF) providing byte and code independent service to the SNICF (i.e ISO 8473) via the selected Subnetwork Access Protocol, as specified in Chapter Section 7. [a5 t 0050]

Recommendation.—  ATN End systems should implement:

The End System provisions of ISO 9542 - End-System to Intermediate System Routing Exchange Protocol for use in conjunction with the Protocol for the Provision of the Connectionless-mode Network Service-  to facilitate  the exchange of routing information between the ES and any locally attached  IS(s). [a5 r 0010]

Transport Layer

Depending on the requirements of the application and its supporting upper-layer protocols, ATN End Systems shall implement  either one or both of the following:

ISO 8073 -  Connection-Oriented Transport Protocol (Class 4) - as specified in Chapter Section 5.

ISO 8602 - Connectionless Transport Protocol - as specified in chapter Section 5. [a5 t 0060]

Upper Layers

Note 1.— The requirements for session, presentation and application layer protocols to support end-user applications on ATN End-Systems are defined in Sub-volume Part 4 of the CNS/ATM-1 SARPs. [a5 n 0040]

 Applications

Note 1. - The requirements for CNS/ATM-1 air/ground and ground/ground applications are contained in Sub-volumleParts 2 and 3 of the CNS/ATM-1 SARPs respectively.

ATN Routers

Note 1.—  ATN RoutersIntermediate Systems  are capable of the relaying and routing of  Network Layer protocol data units with other ATN RoutersIntermediate Systems and with directly connected ATN End Systems.

Note 2. An  ATN Router is a realisation of the OSI Intermediate System architectural entity. ATN Routers that additionally implement ISO 10747 are also known as Boundary Intermediate Systems (BISs).

ATN Router Classes

2.4.1.a. The classes of ATN Router and the Routing Protocols supported, that are recognised by this specification, are listed below in Table 2-1:

Class�Name�Routing Protocols Supported���Static Router�ISO 9542 (optional)���Level 1 Router�ISO 9542 (optional)

ISO/IEC 10589 Level 1 only���Level 2 Router�ISO 9542 (optional)

ISO/IEC 10589 Level 1 and Level 2���Ground-Ground Router�ISO 9542 (optional)

ISO/IEC 10589 (optional)

ISO/IEC 10747���Air/Ground-Router (ground based)�ISO 9542

ISO/IEC 10589 (optional)

ISO/IEC 10747

Route Initiation Procedures (see 3.5.2)���Airborne Router with IDRP�ISO 9542

ISO/IEC 10747

Route Initiation Procedures (see 3.5.2)���Airborne Router without IDRP�ISO 9542
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� ATN Router Classes

Note 1.— Classes 1, 2 and 3 are only for use within an ATN Routing Domain and their specification is a local matter.

Note 2.— The intra-domain parts of Router Classes 4 and 5 are also a local matter.

Note 3. — The intra-domain part of Router Class 6 and 7 are concerned with the interconnection of avionics to the airborne router and are the subject of aeronautical industry standards.

Note 4.— Router Classes 5, 6 and 7 describe routers that support at least one ATN Mobile Subnetwork.

2.4.1.b. All ATN Inter-Domain Routers (i.e. Router Classes 4 to 7 inclusive) shall support:

the ISO 8473 Connectionless Network Protocol (CLNP) as specified in ChapterSection 6, including the use of the CLNP options security parameter, and shall interpret and obey the Routing Policy Requirements expressed therein, whilst routing the packet in accordance with any restrictions placed on the traffic types that may be carried over a given ATN Subnetwork, by forwarding CLNP NPDUs according to 3.8.

the ISO 10747 Inter-Domain Routing Protocol (IDRP) as specified in ChapterSection 8 for the exchange of inter-domain routing information according to 3.6 and 3.7.

2.4.1.c. An Airborne (Router Classes 6 or 7) or Air/Ground Router (Router Class 5) shall support the Mobile SNDCF specified in ChapterSection 7 for the use of CLNP over an ATN Mobile Subnetwork, and the ISO 9542 ES-IS routing information exchange protocol, as specified in ChapterSection 8 for support of the route initiation procedures specified in 3.5.2.

Physical and Data Link Layers

ATN RoutersIntermediate Systems shall implement  the appropriate Physical and Data Link Layer functions for access to the ATN subnetwork(s) to which they are attached.. [a5 t 0070]

Network Layer

Ground Boundary Intermediate Systems

2.4.3.a.   An ATN RouterGround BIS shall implementsupport: a5 t 0120]

the Intermediate System provisions of  ISO 8473 - Protocol for Providing the Connectionless Mode Network Service - as the Subnetwork Independent Convergence Function (SNICF) as specified in ChapterSection 6. [a5 t 0130]

a Subnetwork Access Protocol (SNAcP)suitable for each  underlying subnetwork. [a5 t 0140]

a Subnetwork Dependent Convergence Facility (SNDCF)providing byte and code independent service to the SNICF (i.e. ISO 8473) via the selected Subnetwork Access Protocol., as specified in ChapterSection 7. [a5 t 0150]

The  routing protocols specified in � RENV _Ref338746420 \* FUSIONFORMAT �
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� for the Router’s Router Class,ISO 10747 - Protocol for the Exchange of Inter Domain Routing information among Intermediate Systems to Support Forwarding of ISO 8473 PDUs -  to facilitate the exchange of routing information with peer ground BIS(s) as specified  in ChapterSection 8.;

The Route Initiation procedures appropriate to the Router Class, as specified in chaptersection 3. [a5 t 0160]

In addition, an ATN Ground BIS which is directly connected to a mobile subnetwork (i.e. a so-called ATN Air/Ground BIS) shall support:

ISO 10747 - Protocol for the Exchange of Inter Domain Routing information among Intermediate Systems to Support Forwarding of ISO 8473 PDUs to facilitate the exchange of routing information with peer airborne BIS(s) that support ISO 10747 as  specified in Section 8;

The mechanisms necessary to support the “optional non-use of  ISO 10747” where the airborne IS does not support ISO 10747 as specified in Section 3;

Note 1. - Item ‘f’ above will not be required to be supported once all airborne BIS(s) implement ISO 10747.

Note 2. - Some States may require that aircraft operating in their airspace, after July 1999, and desiring ATSC services via the ATN support the use of ISO 10747, as specified in Section 8.

Where an ATN Routera BIS is directly connected to one or more mobile subnetworks, it shall implement a sub-set of the  ISO 9542 - End-System to Intermediate System Routing Exchange Protocol for use in conjunction with the Protocol for the Provision of the Connectionless-mode Network Service - for operation over those subnetworks to  facilitate the exchange of addressing (BIS Network Entity Title) information between the RouterBIS and its peer as specified in ChapterSection 3 (see 3.5.2) and in ChapterSection 8. [a5 t 0170] 

Airborne Boundary Intermediate Systems

An ATN Airborne BIS shall support: [a5 t 0120]

	a)	The Intermediate System provisions of  ISO 8473 - Protocol for Providing the Connectionless Mode Network Service as the SNICF as specified in Section 6. [a5 t 0130]

	b)	a Subnetwork Access Protocol suitable for each underlying subnetwork. [a5 t 0140]

	c)	a Subnetwork Dependent Convergence Facility providing byte and code independent service to the SNICF (i.e. ISO 8473) via the selected Subnetwork Access Protocol., as specified in Section 7.  This SNDCF is called the ATN Mobile SNDCF. [a5 t 0150]

	d)	A sub-set of the  ISO 9542 - End-System to Intermediate System Routing Exchange Protocol for use in conjunction with the Protocol for the Provision of the Connectionless-mode Network Service for operation over the mobile subnetwork(s) to which it is attached in order to  facilitate the exchange of addressing (BIS Network Entity Title) information between the airborne BIS and its peer as specified in Section 3 (see 3.5.2) and in Section 8. [a5 t 0170] 

	e)	In addition, an ATN Airborne BIS shall support either:

1.	ISO 10747 - Protocol for the Exchange of Inter Domain Routing information among Intermediate Systems to Support Forwarding of ISO 8473 PDUs to facilitate the exchange of routing information with peer ground BIS(s) as profiled in Section 8, [a5 t 0160]

	OR

2.	2.4.3.b. ATN Routers of class 5 (Air/Ground Routers) and of class 7 (Airborne Routers without IDRP) shall also implement the mechanisms necessary to support the “optional non-use of  ISO 10747” where the airborne IS does not support ISO 10747 as specified in ChapterSection 3;

Recommendation.—  All ATN Airborne RoutersBIS’s should support the use of ISO 10747. (i.e. Class 6 is the perferred Airborne Router Class).

Note.— Some States may require that aircraft operating in their airspace, after July 1999, and desiring ATSC services via the ATN must support the use of ISO 10747, as specified in ChapterSection 8.

ATN Subnetworks

Note. An ATN Subnetwork is any fixed or mobile data communications network that fulfils the following requirements.

Requirements for All ATN Subnetworks

Both fixed  and mobileAn ATN subnetworks shall conform to the following requirements :

Byte and Code Independence

Data shall be transferred through ATN Subnetworks in a byte and code independent manner.

Note. —  If necessary, this byte and code independence may be ensured through the services of the SNDCF [c10 t 0008].

Subnetwork QOS

Subnetwork QOS shall either be constant and known, or must be capable of being determined on a dynamic basis, in order to support the internetwork routing decision process [c10 t 0010].

Note. —  The service referred to is the quality of the SN-Service, which may differ from the inherent subnetwork QOS where an SNDCF is employed [c10 n 0010].

Subnetwork Addressing

An ATN subnetwork shall provide a mechanism for uniquely and unambiguously identifying each ATN router attached to that subnetwork.

Internal subnetwork routing

Routing between specified SNPA addresses on a local subnetwork shall be carried out by mechanisms internal to the subnetwork, based solely on the subnetwork addressing information given to the SN-Service provider when the SN-Service is invoked [c10 t 0030].

Minimum SNSDU Size

An ATN subnetwork shall support an SNSDU size of a minimum of 1068 octets [a10 t 0240].

Requirements for Mobile ATN Subnetworks

An ATN mobile subnetwork shall conform to the following requirements

Invocation of Subnetwork Priority

When priority is implemented within that subnetwork, an ATN subnetwork shall provide a SNAcP mechanism for invocation of subnetwork priority [a10 t 0050].

Invocation of Subnetwork Quality of Service for Mobile Subnetworks

Recommendation.—  Mobile ATN Subnetworks should provide a mechanism for invocation of subnetwork QOS.  Subnetwork QOS parameters include transit delay, protection against unauthorized access, cost determination and residual error probability [c10 t 0040].

Note.—  ATN subnetworks may allocate subnetwork resources on a per user or per subnetwork connection basis in order to make available a different QOS [a10 n 0020].

Connection-Mode Subnetwork Service

An ATN mobile subnetwork shall provide a connection-mode service between SNPAs, with a well-defined start and end to a connection, and with reliable, sequenced SNSDU transfer over that connection [a10 t 0060].  When QOS is  available on a per subnetwork connection basis, the SNAcP shall provide mechanisms for selecting a specific QOS when the subnetwork connection is established [a10 t 0070].

Note 1.— A mobile subnetwork implementing ISO 8208 to provide a connection-mode service between SNPAs meets this requirement; however, where appropriate, an alternative protocol providing the same service may be used [a10 n 0030].

Note 2.— This requirement does not imply the need for a single mobile SNAcP [a10 n 0040].

Connectivity Status Changes 

Note 1. Mobile ATN subnetworks may provide a mechanism for detection of change in media connectivity and for the conveyance of this information to connected ATN routers.

If  a mobile subnetwork provides subnetwork connectivity information, the subnetwork shall convey this information to connected subnetwork service users (i.e. connected ATN routers), in order to initiate operation of the internetwork routing protocols  as specified in ChapterSection 3 [a10 t 0080].

Note 2. It is desirable for the IS-SME to be notified as soon as possible by the SN-SME when communication is possible with a newly attached BIS and for an immediate decision to be made as regards bringing up the link [c10 t 0060].

Segmentation/Reassembly Mechanism 

Recommendation.— An ATN subnetwork should provide a mechanism that allows the conveyance of large SNSDUs greater than the subnetwork's internal packet size between subnetwork points of attachment [a10 r 0020].

Note.—   It is the responsibility of the subnetwork to ensure that this data is efficiently segmented and/or concatenated for efficient transfer over the physical medium.  If this capability is not present within a Mobile ATN Subnetwork, ISO 8473 can support segmentation of NPDUs for transit over subnetworks with small maximum SNSDU sizes.

Quality of Service Concept

Note 1. In the ATN, the Quality of Service provided to applications is maintained using Capacity Planning techniques that are outside of the scope of this specification. Network Administrators are  responsible for designing and implementing a network that will meet the QoS rerquirements of the CNS/ATM applications that use it.

Note 2. Network Administrators may take advantage of the strong QoS requirements signalled by the ATC Class (see Security Concept), in order to ensure that only those parts of the ATN that support the high QoS requirements of ATSC applications, need be designed to meet those requirements. 

ATN Security Concept

Note 1. ATN Security Functions are concerned with:

Protecting CNS/ATM applications from internal and external threats;

Ensuring that application Quality of Service and Routing Policy Requirements are maintained, including service availability; and,

Ensuring that air-ground subnetworks are used in accordance with ITU requirements.

Note 2. Other than through the provision of physical security mechanisms, no security mechanisms are provided in the ATN Internet for protecting CNS/ATM applications. CNS/ATM Applications need to develop their own security mechanisms for countering any threats to their proper operation.

Note 3. There are currently no mechanisms for protecting the Routing Information Base from an attacker. However, the use of ISO 10747 type 2 authentication is under consideration for specification in future versions of this specification.

Note 4. The ATN Internet does provide mechanisms to support items (b) and (c) above. These mechanisms are defined to take place in  a common domain of trust, and use a Security Label in the header of each CLNP Data PDU to convey information identifying the “traffic type” of the data and the application’s routing policy and/or strong QoS Requirements. No mechanisms  are provided to protect the integrity of this label or its binding to the application data.

Note 5. The Routing Information necessary to support this security label is maintained through information conveyed in the ISO 10747 Security Path Attribute about each route. ATN Routers of classes 4 and above reference this routing information during the NPDU forwarding process in order to meet the application’s requirements expressed through the NPDU’s security label and to enforce any applicable ITU restrictions.

The ATN Security Label

2.7.1.a. The ATN Security Label shall be encoded according to section 6.2.2.1.

2.7.1.b. An ATN Security Label shall be provided as part of the header of every CLNP NPDU, except for those that convey General Communications Applications data. 

Note 1. The above implies that any CLNP NPDU that does not contain an ATN Security Label contains General Communications data.

2.7.1.c. An NPDU’s Security Label shall identify the “Traffic Type” of its user data, as either:

ATN Operational Communications - ATSC

ATN Operational Communications - AOC

ATN Administrative Communications

ATN Systems Management.

2.7.1.d. For the ATN Operational - ATSC traffic type, routing policy requirements shall be expressed through further information encoded into the Security Label, as:

An ATSC Class, or

An ordered preference for the class of air-ground subnetwork used to convey the data; the only order that may be expressed is Mode S, VDL, AMSS and finally HF, or

No routing policy preference.

2.7.1.e. For the ATN Operational - AOC traffic type, routing policy requirements shall be expressed through further information encoded into the Security Label, as either no routing policy preference, or an ordered list of appropriate air-ground subnetworks to be used. 

Note 2. The possible ordering are specified in table 6-1.

ATSC Class

2.7.1.1.a. ATSC Class shall be used to convey the strong Quality of Service requirements, if any, of ATSC Applications. The ATSC Class shall be expressed as a class identifier in the range A to H. 

2.7.1.1.b. The Transit Delay semantics of ATSC Class are defined in � RENV _Ref338760957 \* FUSIONFORMAT �
Table 2-
2
�.

ATSC  Class�Maximum (95%) end-to-end Transit Delay (Seconds)��A�Reserved��B�Reserved��C�13��D�18��E�Reserved��F�74��G�95��H�Reserved��Table 2-� SEQ Table \* ARABE �
2
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Note. The semantics of the ATSC Classes for other QoS metrics and availability, are outside of the scope of this specification.

Applications use of ATN Security Labels

2.7.2.a. ATSC and AISC applications shall specify an ATN Security Label for each message category that they support. This ATN Security Label shall identify:

the Traffic Type appropriate for the message; and,

for ATN Operational applications, the application’s requirements for the routing of the message, if any, expressed as specified in � RENV _Ref341079053 \n �
2.7.1
�.

2.7.2.b. When sent using the connection mode transport service, a message shall only be conveyed over a transport connection which is associated with the same ATN Security Label as that specified for the message’s message category.

2.7.2.c. When sent using the connectionless transport service, the TSDU conveying that message shall be associated with the ATN Security Label specified for the message’s message category.

Transport Layer Security

In the Connection Mode

2.7.3.1.a. Except when a transport connection is used to convey general communications data, each transport connection shall be associated with a single ATN Security Label. The value of this label shall be determined when the connection is initiated.

Note 1. It is not possible to change an ATN Security Label during the lifetime of a transport connection. 

2.7.3.1.b. Every NSDU passed to the Network Layer that contains a TPDU from a transport connection associated with an ATN Security Label shall be associated with the same ATN Security Label.

Note 2. The network layer functions may then encode this ATN Security Label in the NPDU header.

2.7.3.1.c. TPDUs from transport connections associated with different ATN Security Labels shall not be concatenated into the same NSDU.

2.7.3.1.d. When an incoming CR TPDU is received, the ATN Security Label, if any, encoded into the NPDU header of the NPDU that conveyed it, defines the ATN Security Label that is associated with the transport connection.

Note 3. The mechanism by which the connection initiator determines the appropriate ATN Security Label is a local matter. For example, it may be identified by an extension to the transport service interface, be implicit in the choice of a given TSAP, or be identified using a Systems Management function.

Note 4. Some applications may reject incoming transport connections for which the ATN Security Label is inappropriate. Again, the mechanism for determining the ATN Security Label associated with an incoming transport connection is a local matter.

In the Connectionless Mode

In the connectionless mode, unless used to convey General Communications data, each incoming or outgoing TSDU shall be associated with an ATN Security Label. For outgoing TSDUs, this ATN Security Label shall be encoded into the header of the resulting NPDU. For incoming TSDUs, the associated ATN Security Label shall be the ATN Security Label that was encoded into the header of the incoming NPDU that contained the TSDU.

Note. The mechanism by which ATN Security Labels are associated with TSDUs is a local matter.

Network Layer Security

Service Provider to the Transport Layer

The Network Service shall provide a mechanism that permits an ATN Security Label to be associated with an NSDU:

When passed from the transport layer to the network layer in an NS-UNITDATA.req. This ATN Security Label shall be encoded into the corresponding CLNP NPDU header(s) according to section 6.2.2.1.

When passed from the network layer to the transport layer in an NS-UNITDATA.ind. This ATN Security Label shall be that received in the associated CLNP NPDU header(s).

Routing Control

When present in an NPDU header, the network layer routing functions shall ensure that:

The User Routing Policy requirements, if any, encoded into the ATN Security Label are obeyed, and

The NPDU is only routed over paths through the internetwork which both permit and are suitable for data of the traffic type identified by the ATN Security Label.

Note 1. Section 3.2.1 specifies the forwarding procedures that ensure the above.

Note 2. The Security Information conveyed in IDRP routes is used to provide the forwarding process with the information needed to support the above.

Protection of the Routing Information Base

IDRP type 1 Authentication shall be used as a mechanism for ensuring the integrity of routing information exchange by IDRP.

Note. A later extension to support type 2 authentication will enable the routing information base to be protected from attackers that try to modify routing information while in transit, or which attempt to masquerade as genuine ATN Routers. 
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Subnetwork Provisions

Note. There are no requirements for security mechanisms in ATN Subnetworks. However, Administrations and other Organisations implementing ATN subnetworks are encouraged to ensure the general security and availability of ATN subnetworks through the use of physical security mechanisms.

ATN Use of Priority

Note 1. The purpose of priority is to signal the relative importance and/or precedence of data, such that when a decision has to be made as to which data to action first, or when contention for access to shared resources has to be resolved, the decision or outcome can be determined unambiguously and in line with user requirements both within and between applications.

Note 2. In the ATN, priority is signalled separately by the application in the transport layer and network layer, and in ATN subnetworks. In each case, the semantics and use of priority may differ. � RENV _Ref335195783 \* FUSIONFORMAT �
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� illustrates where priority is applied in the ATN, and where it is necessary to map the semantics and syntax of ATN priorities

Note 3. In the ATN Internet, priority has the essential role of ensuring that high priority safety related data is not delayed by low priority non-safety data, even when the network is overloaded with low priority data.

Application Priority

Note 1. Priority in ATN Application Protocols is used to distinguish the relative importance and urgency of application messages within the context of that application alone. 

2.8.1.a. For the purpose of 

distinguishing the relative importance and urgency of messages exchanged by different ATN Applications, and

distinguishing the relative importance and urgency of messages of the same application during their transit through the ATN,

application messages shall be grouped into one or more categories listed in � RENV _Ref338746420 \* FUSIONFORMAT �
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Note 2. An ATN Application may include messages from more than one category.

2.8.1.b. When a message is sent between ATN Application Entities, the message shall be sent using either:

a transport connection established using the Transport Connection Priority listed in � RENV _Ref341070458 \* FUSIONFORMAT �
Table 2-
3
� for the message’s message category, or

the connectionless transport service, signalling the Connectionless Transport Service Priority listed in � RENV _Ref341070458 \* FUSIONFORMAT �
Table 2-
3
� for the message’s message category.

Note 3. The priority of an individual transport connection cannot be changed during the lifetime of the connection. Therefore, if an application exchanges messages belonging to more than one message category using the connection mode transport service, then a separate transport connection needs to be established for each message category.

Transport Connection Priority

Note 1. Transport priority is concerned with the relationship between transport connections and determines the relative importance of a transport connection with respect to (a) the order in which TCs are to have their QoS degraded, if necessary, and (b) the order in which TCs are to be broken in order to recover resources.

Note 2. The transport connection priority is specified by the transport user either explicitly or implicitly, when the transport connection is established.

2.8.2.a. When an ATN Transport Layer entity is unable to satisfy a request for a transport connection from either a local or remote TSAP, and which is due to insufficient local resources available to the transport layer entity, then it shall terminate a lower priority transport connection, if any, in order to permit the establishment of a new higher priority transport connection.

Note 3. Implementations may also use transport priority to arbitrate access to other resources (e.g. buffers). For example, this may be achieved by flow control applied to local users, by discarding received but unacknowledged TPDUs, by reducing credit windows, etc.

2.8.2.b. All TPDUs sent by an ATN Transport Layer Entity shall be transferred by the ATN Internet Layer, using the Network Protocol Priority that corresponds to the transport connection’s priority according to � RENV _Ref341070458 \* FUSIONFORMAT �
Table 2-
3
�.

Connectionless Transport Service Priority

Note 1. There are no procedures required of the ATN Connectionless Transport Entity in respect of priority, except for mapping the TSDU priority supplied by the service user (i.e. an ATN Application), to the corresponding Network Layer Priority, and vice versa.

All UD TPDUs sent by an ATN Transport Layer Entity shall be transferred by the ATN Internet Layer using the Network Protocol Priority that corresponds to the TSDU priority provided by the service user according to � RENV _Ref341070458 \* FUSIONFORMAT �
Table 2-
3
�

ATN Internet Priority

Note 1. In the ATN Internet Layer, an NPDU of a higher priority is given preferred access to resources. During periods of higher network utilisation, higher priority NPDUs may therefore be expected to be more likely to reach their destination (i.e. are less likely to be discarded by a congested router) and to have a lower transit delay (i.e. be more likely to be selected for transmission from an outgoing queue) than are lower priority packets.

2.8.4.a. ATN Internet Entities shall maintain their queues of outgoing NPDUs in strict priority order, such that a higher priority NPDU in an outgoing queue will always be selected for transmission in preference to a lower priority NPDU.

Note 2. priority zero is the lowest priority.

2.8.4.b. During periods of congestion, or when any other need arises to discard NPDUs currently held by an ATN Internet Entity, lower priority NPDUs shall always be discarded before higher priority NPDUs.

Note 3. In addition to NPDUs containing user (i.e. transport layer) data, the Internet Layer also forwards routing information contained in CLNP Data PDUs (e.g. IDRP) and as distinct NPDUs (e.g. ES-IS). These must all be handled at the highest priority if changes to network topology are to be quickly actioned and the optimal service provided to users.

2.8.4.c. BISPDUs exchanged by IDRP shall be considered as Network/Systems Management category messages, and sent using CLNP priority 14.

2.8.4.d. ES-IS (ISO 9542) PDUs shall be implicitly assumed to have priority 14 and shall be forwarded as if they were CLNP PDUs of priority 14.

Note 4. The priority encoded in an ISH PDU conveys the priority of the sending system, and not the priority of the PDU.

ATN Subnetwork Priority

Connection Mode Subnetworks

Note 1. In a connection mode ATN subnetwork, priority is used to distinguish the relative importance of different data streams (i.e. the data on a subnetworks connection), with respect to gaining access to communications resources and to maintaining the requested Quality of Service.

Note 2. On some subnetworks (e.g. public data networks), not all data streams will be carrying ATN messages. Therefore, subnetwork priority is also used to distinguish ATN and non-ATN data streams.

Note 3. So as not to incur the overhead and cost of maintaining too many simultaneous subnetwork connections, NPDUs of a range of Network Layer priorities may be sent over the same subnetwork connection.

2.8.5.1.a. When an ATN connection mode subnetwork does not support prioritisation of subnetwork connections, then the ATN Internet Entity shall not attempt to specify a subnetwork connection priority, and NPDUs of any priority may be sent over the same subnetwork connection.

Note 4. The following does not apply to AMSS and Mode S Subnetworks, which have specified their own priority mapping schemes.

2.8.5.1.b. When an ATN connection mode subnetwork does support prioritisation of subnetwork connections, then unless the relationship between ATN Internet Priority and subnetwork priority is explicitly specified by the subnetwork specification, the following shall apply:

Subnetwork connections shall be established as either “High” or “Low” priority connections.

For the “Low” priority connection type, the priority to gain a connection, keep a connection and for data on the connection shall be the defaults for routine use of the subnetwork.

For the “High” priority connection type, the priority to gain a connection, keep a connection and for data on the connection shall be appropriate for urgent and network management data in the context of the subnetwork, In the absence of guidance from the subnetwork provider, the value decimal 8 shall be used for each of the three priorities.

“High” priority connections shall be used to convey NPDUs of priority sixfive and above. “Low” priority connections shall be used to convey all other NPDUs.

2.8.5.1.c. When a subnetwork connection is established between two ATN Internet Entities and no subnetwork connection between these two entities exists over any subnetwork, then that subnetwork connection shall always be established at a priority suitable for conveying priority 14 NPDUs (i.e. Network/Systems Management).

Note 5. This is to ensure that routing information can be exchanged at the appropriate priority.

Connectionless Subnetworks

Note 1. The purpose of priority on a connectionless subnetwork is to provide higher priority NPDUs with preferred access to subnetwork resources.

Note 2. The relationship between NPDU priority and subnetwork priority is subnetwork specific.

When an NPDU is sent over a connectionless ATN Subnetwork which supports data prioritisation, the subnetwork priority assigned to the transmitted packet shall be that specified by the subnetwork provider as corresponding to the NPDU priority.



Message Categories�Corresponding Protocol Priority���������Transport Layer Priority��Internet Layer Priority���Transport Connection Priority�TSDU�Priority�CLNP�Priority��Network/Systems Management�0�0�14��Distress Communications�1�1�13��Urgent Communications�2�2�12��High Priority Flight Safety Messages�3�3�11��Normal Priority Flight Safety Messages�4�4�10��Meteorological Communications�5�5�9��Flight Regularity Communications�6�6�8��Aeronautical Information Service Messages �7�7�7�� Network/Systems Administration�8�8�6��Aeronautical Administrative Messages�9�9�5��<unassigned>�10�10�4��Urgent Priority Administrative and  U.N. Charter Communications �11�11�3��High Priority Administrative and State/Government Communications�12�12�2��Normal Priority Administrative�13�13�1��Low Priority Administrative�14�14�0��

Table 2-� SEQ Table \* ARABE �
3
� Relationship of Communication priorities in the ATN
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