ATN Routing

Introduction

Within a Routing Domain, there are no special routing requirements for the ATN. Standard routing protocols, such as ISO/IEC 10589 may be used unmodified and the only problem that implementators are likely to encounter is the presence of the ATN Security Label. Some vendors products may not be able to handle this without modification to the product. However, many commercially available products can be configured to ignore a CLNP Security Parameter when present. Such a feature is essential for use with the ATN and routers within an ATN Routing will typically be configured to ignore the CLNP Security Parameter and hence the ATN Security Label.

However, routing between ATN RDs does need to consider ATN requirements and, generally, specially adapted ATN Routers will need to be used. In many cases, this adaptation is no more than the capability of using IDRP with the ATN Security Label. However, those routers that occupy key ATN roles, such as Air/Ground Routers and ATN Backbone Routers will also need to handle and apply ATN specific Routing Policies, in order to support routing to mobile systems.

This chapter is concerned with describing how IDRP works, how it is used in the ATN to support routing to both fixed and mobile systems, and the routing policies that have been adopted.

Background to IDRP

The OSI Routing Architecture described in ISO TR 9575 describes a routing architecture in which there are three different sets of requirements for routing protocols:

There is a need for the communication of routing information between End Systems and Intermediate Systems. This requirement is satisfied by ISO/IEC 9542.

There is a need for the communication of routing information between Intermediate Systems within the same Routing Domain. This requirement is satisfied by ISO/IEC 10589.

There is a need for the communication of routing information between Intermediate Systems in different Routing Domains. It is to satisfy this requirement that IDRP was developed.

In fulfilling the role of an inter-domain routing protocol, IDRP has to exchange routing information in what is described as a domain of limit trust. The information exchanged has to be limited to the minimum necessary to advertise the existence of a route without revealing any more about the internal topology of a Routing Domain, or its connectivity with other RDs. Furthermore, the information received by IDRP has to be interpreted according to local policy rather than accepted at face value, and the decision on whether to advertise a route is a matter of policy.

Scaleability is also a major consideration behind the development of IDRP. The inter-domain routing environment can potentially grow without limits, and IDRP must be able to cope with this without imposing limits on the growth of the internetwork.

In addition to meeting the requirements of ISO TR 9575, the ISO 10747 Inter-Domain Routing Protocol was also heavily influenced by the work done on policy based routing in the TCP/IP Internet and, as such is a direct descendant of the Border Gateway Protocol (BGP) family of routing protocols used between Internet Service Providers and large users.

Choice of IDRP for the ATN

IDRP was chosen for ATN use early on in the development of the ATN SARPs. At that time, it was still a draft standard and the aeronautical community was able to influence the development of IDRP in order to ensure that it fully met ICAO requirements.

IDRP was chosen because a need was identified for a routing protocol to support the routing of data to mobile systems wherever they may be. Such a protocol was required to:

Work in an environment comprising many different Service Providers, Administrations and other Organisations, both co-operating and competing to provide services to the aeronautical community.

Be reliable, with no single point of failure and permitting the concurrent availability of multiple alternative routes to a given mobile system.

Track the changes in connectivity and hence paths to mobile systems, in a timely manner, meeting the requirements of aeronautical applications.

Permit the operation of various organisational policies including control over the use of air/ground datalinks and controlled use of different ground data links by different classes of traffic.

Both Link State and Vector Distant models of routing information exchange protocols were studied. However, the Link State model was quickly rejected given the low bandwidth available on air/ground data links and the high amount of traffic expected with Link State Routing Protocols. On the other hand, the Vector Distant model appeared well suited to low bandwidth links as, in principle, only the minimum amount of routing information need be exchanged.

IDRP was specified as a vector distant protocol and had been designed to support multiple alternative routes and policy based routing. However, it lacked a mechanism to support choices of data links based on organisational policy. This required extra information to be carried in each route, and, following ICAO representations to ISO, a general purpose mechanism was added in the form of the Security Path Attribute. IDRP then fully met ICAO requirements for the ATN routing protocol and was adopted as such.

IDRP Overview

IDRP is a routing information exchange protocol that supports:

The advertisement to routers in another Routing Domain of routes to local destinations;

The re-advertisement of routes received from routers in other RDs to a router in another Routing Domain;

The policy based interpretation of routing information received from other routers including a decision on a choice between alternative routes to the same destination;

Policy based control over the advertisment and re-advertisement of routes;

The realisation of large scaleable Internetworks.

IDRP is architecturally described by the protocol and process models shown respectively in � REF _Ref366314426 \* MERGEFORMAT �Figure 5-1� and � REF _Ref366314436 \* MERGEFORMAT �Figure 5-2�, respectively. 

As a routing information exchange protocol, IDRP is always implemented on an Intermediate System (IS). Further, such an IS is always at the boundaries of a Routing Domain and is therefore said to be a Boundary Intermediate System (BIS). The IDRP entity on a BIS may communicate with many other BISs simultaneously, both within its own Routing Domain, and in other RDs. This communication follows the connection mode i.e. the reliable exchange or routing information is support within the context of an agreed association supporting both flow control and error recovery, and is supported by a specially defined BIS-BIS protocol. The BIS-BIS protocol is a simplified version of the ISO Class 4 Transport Protocol, and uses the services of the Connectionless Network Protocol (CLNP) for data transfer between two Adjacent BISs.

Clearly, the BIS must have a way of routing CLNP PDUs to adjacent BISs that is not dependent upon IDRP routing information exchanges, and this imposes limitations on the interconnection scenarios for BISs. Within a Routing Domain, another routing information exchange protocol (such as ISO/IEC 10589) can be assumed to be available and hence the only requirement is that a path exists between two BISs; any number of subnetworks and routers may be traversed as long as the route is navigable using ISO/IEC 10589. However, between RDs, no such routing information exchange protocol is available. IDRP can therefore only be used to communicate between BISs in different RDs, when such BISs are directly interconnected by a real subnetwork (e.g. a leased line, X.25 virtual circuit, etc.), although a single IDRP adjacency may be supported by several subnetwork connections in parallel.

The CLNP forwarding information necessary for BIS-BIS communication is typically either configured into a router as a static route by a System Manager, or by using the “External Reachable Addresses” as defined in ISO/IEC 10589.

The messages exchanged by the BIS-BIS protocol are typically used to advertise one or more routes, where a route is said to comprise:

a set of destinations

information describing the path to such destinations.

These routes are then processed by IDRP both for use in local routing of data, and for re-advertisement to other BISs.
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IDRP process the routes it receives from adjacent BISs (and locally provided routes) according to the process model shown in � REF _Ref366314436 \* MERGEFORMAT �Figure 5-2�.

The Abj-RIB-in

All routes received from an adjacent BIS are first recorded in an input database known as the Adj-RIB-in, where there is a different Adj-RIB-in for each adjacent BIS with which the BIS is in communication. Indeed, there may even be multiple Adj-RIB-ins for a given adjacent BIS, when more than one set of “distinguishing path attributes” is supported (see � REF _Ref366568151 \n �5.5�). In such cases, there is a separate set of routes for each set of distinguishing path attributes.

The routes received from adjacent BISs are then processed by a Route Decision process. This acts upon all routes received so far. The Route Decision process firstly copies all routes received from BISs in other RDs to all the BISs in its local Routing Domain. This process is known as internal distribution and ensures that all BISs within a single Routing Domain share a common view of the outside world. Of course, it is possible that there may be two or more routes in different Adj-RIB-ins to the same destination. In such cases, the Route Decision process chooses the most preferable for internal distribution and ignores the rest.

The mechanism by which the most preferable route is computed is essentially a local matter, and is the first instance where we see the notion of policy appearing in IDRP. Local policy determines the order of preference of otherwise equal routes, and may even exclude certain routes because they are, perhaps, deemed unreliable, too costly, or there is no contractual agreement for their use.

The Loc-RIB

The Routing Decision process then selects routes for local use. This includes routes received from BISs in the local Routing Domain, external RDs and local routes provided either by a System Administrator or by intra-domain routing. This decision process is much like that described above where local policy is used to discriminate between routes to the same destination. The difference is in the scope of the routes acted upon and, in this case, the set of selected routes is placed in the Loc-RIB. The Loc-RIB is the Local Routing Information Base and there is one Loc-RIB for each set of distinguishing path attributes supported.
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The routes in the Loc-RIB are used to generate information for the BIS’s Forwarding Information Base (FIB). This is the data structure used by CLNP for forwarding PDUs and it should be noted that IDRP is not the only source of information for the FIB. Intra-domain routing and the System Manager are other possible sources. 

The Adj-RIB-out

The Loc-RIB is also the primary source of the routing information advertised to BISs in other RDs. For each known adjacent BIS a further set of routing policy rules has to be defined that determine which routes are selected from the Loc-RIB(s) for advertisement to each adjacent BIS. For each BIS, the selected routes are copied to another database - the Adj-RIB-out. From here, they may be advertised to the remote BIS. This process is known as external distribution and contrasts with the internal distribution mechanism used to copy received routes to BISs in the same RD.

As a minimum, the routes to local destinations are selected from the Loc-RIB(s) and copied to the Adj-RIB-out(s). A BIS’s routing policy rules may also select routes received from BISs in other RDs and re-advertise them to a BIS in another Routing Domain. In the former case, the BIS does not, in consequence, offer any transit facilities for routing between other RDs, and the local Routing Domain is hence known as an End Routing Domain (ERD). In the latter case, transit facilities are offered and the local Routing Domain is known as a Transit Routing Domain (TRD).

It should be noted that the ATN explicitly prohibits the re-advertisement of routes where it is clear by examining the route’s trace information that, to do so, would constitute a routing loop. This is very important as validation work has shown that if this is not done, false routes can be generated that persist for a lengthy period.

Route Aggregation 

A further feature of IDRP is Route Aggregation. This is when routes in the same Adj-RIB-out are grouped together prior to their advertisement to another BIS, and merged or aggregated to form a single route. The routes that are to be aggregated are selected by Routing Policy, although the actual process itself is algorithmic and fully defined in the standard.

The benefit of this process is that it reduces the number of routes that need to be advertised to another BIS which, in turn, reduces the overhead of routing information exchange, and is an important contribution to ensuring scaleability. This is because, if an internet is to grow without bounds, then the amount of routing information that a sender needs to know about a given destination should decrease, the further away that destination is from the sender. Essentially, the granularity of routing information should get coarser as it is advertised from BIS to BIS, and Route Aggregation is the first stage in this process, reducing the number of routes advertised.

Route Aggregation is also automatically performed when more than one route is selected from a Loc-RIB that has identical NLRI (i.e. they have the same destination). For example, this will occur when two routes to the same destination have different security path information. In order to avoid the implementation of the full Route Aggregation procedures in routers that do not otherwise need them, the ATN SARPs have specified a simplified procedure known as Route Merging. This procedure is only appropriate when aggregating routes with identical NLRI and avoids have to implement the aggregation rules for the aggregation of the route trace information.

Route Information Reduction

The reduction of routing information is then completed by another process, known as Route Information Reduction. Route Information Reduction is again policy based, and is a mechanism by which the set of NSAP Address Prefixes that describe the destination of a routes is replaced by a set of shorter NSAP Address Prefixes. Typically, a whole set of prefixes is replaced by a single NSAP Address Prefix, and the policy rule that specifies such a replacement has been formulated taking account of the known distribution of NSAP Addresses in a given part of an internet. Provided that NSAP Addresses have been allocated such that RDs that share common (shorter) NSAP Address Prefixes, are closer together in network topology terms, than RDs that are further apart, then Route Aggregation and Information Reduction rules can be formulated, that aggregate many routes together into a single route to a whole region of the internet, thus enabling the important objective of scaleability.

Routing Domain Confederations

The last important feature of IDRP worth describing is the Routing Domain Confederation (RDC). This is a generally useful concept that also helps in building scaleable internets. An RDC is simply a named set of RDs, and the formation of an RDC is done by mutual agreement. RDCs may contain RDs and RDCs and may be both nested and overlapping.

Routing Policy rules may reference RDCs as a convenient way of referring to groups of RDs in Routing Policies. However, their most important use is in providing well defined containment boundaries for Route Aggregation and Information Reduction, and in reducing the trace information that IDRP appends to every route. As containment boundaries, RDCs can readily identify the groups of RDs that share a common NSAP Address Prefix, and, ideally, an RDC boundary is positioned where Route Aggregation and Information Reduction is to be performed, enabling both a reduction in the number of routes, while ensuring minimal trace and addressing information.

The ATN Security Path Attribute

In IDRP, the information that describes a route, in addition to a route’s destination, is known as the path information. In turn, the path information consists of a set of path attributes which provide information on, for example, where the route passes through (trace information), restrictions on to which RDs a route may be passed, and information about the Quality of Service available over the route, protection offered and access rights. The Quality of Service and Security path attributes are known as the distinguishing path attributes, as routes that have different combinations of such attributes but share the same destination, are still regarded as different routes.

The reason for this is to enable routers to make available routes to the same destination that may offer a different Quality of Service, or different Security. When NPDUs are forwarded, the sender’s request for a distinct grade of service may then be matched with the routes available, and the most appropriate chosen. In IDRP terms, each distinct set of Distinguishing Path Attributes is known as a RIB attribute set or just RIB-Att. Each RIB-Att is regarded as describing a completely different domain of routes and a BIS will maintain a separate Loc-RIB for each RIB-Att it supports. Similarly, a distinct Adj-RIB-in and Adj-RIB-out is maintained for each RIB-Att in common with a given remote BIS.

The ATN does not make use of the Quality of Service path attributes. However, it does use the IDRP Security Path Attribute and uses this to label a route with information used to satisfy various user policies. ATN Routers therefore support two distinct RIB-Atts: the so called empty RIB-Att for routes that have no security information (and no other distinguishing path attributes), and a Security RIB-Att for those that do have security path information. The former routes are only used for General Communications, while the latter routes are used for both ATSC and AOC applications data.

The ATN Internet SARPs specify that the Security Information contained within an IDRP Security Path Attribute is used to convey information about the type of traffic that a route can carry and the Air/Ground Subnetworks that the route may pass over. This information is provided by two fields or Security Tags:

The Air/Ground Subnetwork Security Tag, and

The ATSC Class Security Tag.

The Air/Ground Subnetwork Security Tag

This tag is added to a route’s security path information, whenever a route passes over an Air/Ground Data Link. The tag records the type of air/ground data link (e.g. Mode S, AMSS, etc.) and the traffic types of data that can pass over the data link (e.g. ATSC, AOC, etc.). If more than one type of Air/Ground Data Link concurrently supports access to the same aircraft, then a tag is added for each such data link.

This Security Tag is used:

to support the AOC user routing policy requests. These allow an application to specify which Air/Ground subnetwork type, out of those available, is used to convey the data, between air and ground. Such requests are also handled in a “strong” manner. That is, if the requested Air/Ground subnetwork type is not available, then the data is discarded.

to avoid data of a given traffic type and addressed to an airborne system, being routed to an Air/Ground Data Link that does not support the uplink of data of that type.

This Security Tag will only be found in routes to aircraft. It is never present in routes to ground destinations except in an Airborne Router. This includes routes that will be used by data that originated in an aircraft, has been downlinked to an Air/Ground Router, and is now in the ground portion of its journey. It cannot therefore be used as a general mechanism for determining the traffic types of data that may pass over a given route.

The ATSC Class Security Tag

This tag is added to a route when that route has been approved for ATSC data, and, additionally, identifies the ATSC Class supported. The tag is added when a route is created. It can be removed, or the ATSC Class reduced, but it can never be added to an existing route, nor can the ATSC Class be increased. The actual encoding of the ATSC Class is a bit-map, so that when routes to the same destination are aggregated, all supported ATSC Classes can be identified in the aggregated route. 

This tag is used to support ATSC User specified routing policy requests. When data has a traffic type of ATSC, it can only be routed over an ATSC approved route, and this requirement is met by only forwarding such data over a route with an ATSC Class Security Tag present. Furthermore, when more than one possible route is available, the route is chosen that either:

Supports the same ATSC Class as indicated in the data’s security label; or, if no such route can be found

Supports a higher ATSC Class; or, if no such route can be found

Supports a lower ATSC Class.

Editor’s note: the following paragraph assumes the adoption of the change proposal in support of the WG3 requirement for routes that have an ATSC only semantic.

Two variants of the ATSC Class Security tag are specified, each providing a different semantic. The two semantics are:

The route is available to both ATSC and non-ATSC data.

The route is available to ATSC data only.

The value of the ATSC Class Security Tag may be modified en route in order to reflect local policies about the ATSC class support by a given data link and the type of traffic that may be carried over a data link. Such modifications always one way in that the class may be lowered and the data conveyed made more restrictive, but the reverse is not permitted in order to avoid routing “black holes” developing.

The BIS-BIS Protocol

BISs communicate using a network layer protocol specified in ISO/IEC 10747. This is a connection mode protocol that uses ISO 8473 to communicate between BISs over both real and virtual (i.e. via one or more ISs) links.

The purpose of this protocol is to permit the reliable exchange of routes, between a pair of BISs. A route is passed between two BISs as the information content of an UPDATE BISPDU, which is itself transferred as the contents of a single ISO 8473 DT PDU. Routes once advertised may also later be withdrawn by another UPDATE BISPDU. 

The BIS to BIS protocol itself is concerned with the reliable transfer of UPDATE BISPDUs.

BIS-BIS Connections

UPDATE BISPDUs may only be transferred when a connection is said to exist between a pair of BISs. A BIS-BIS connection may only be established when explicitly permitted by Systems Management action at both BISs, and once permission has been granted, an exchange of OPEN BISPDUs (again as the contents of a single ISO 8473 DT PDU) initialises the connection.

The OPEN BISPDUs enable the BISs to identify and authenticate each other; to identify the RDCs of which they are both members; and to identify the sets of distinguishing path attributes that they each support. Note that the exchange of OPEN BISPDUs is a symmetric process and only a single BIS-BIS connection results, even when two BISs simulteously issue an OPEN BISPDU.

Once a BIS-BIS connection is open, UPDATE BISPDUs may then be exchanged in order to enable one BIS to advertise routes to the other. Each UPDATE BISPDU carries sequencing and acknowledgement information in its header which enables each BIS to detect packet loss and bring about retransmission of lost UPDATE BISPDUs, and to support flow control between BISs.

As long as routes are being exchanged in both directions then all the protocol information necessary to maintain reliable communication is transferred in the header of the UPDATE BISPDU. However, if a BIS has no more routes to advertise, then the protocol provides what is known as the KEEPALIVE BISPDU. This permits protocol information to be exchanged in order to keep the connection open and permit data flow in one direction, when there is no data to send in the other. It is very similar to an UPDATE BISPDU, except that it consists purely of a protocol header and carries no data (i.e. a route).

The BIS-BIS protocol also includes an IDRP ERROR BISPDU to enable protocol errors to be reported from one BIS to the other, and a CEASE BISPDU in order to terminate a BIS-BIS connection.

RIB Refresh

Once routes are received by a BIS, as discussed above they are entered into the appropriate Adj-RIB-in. The Adj-RIB-in is constantly being updated as new routes are received and old ones are withdrawn. When BIS-BIS connections are long lived, there is the possibility that undetected errors may occur, and so that errors are not perpetuated, the BIS to BIS protocol permits what is known as a RIB Refresh. 

A RIB Refresh consists of the transfer of a series of UPDATE BISPDUs corresponding to all the current routes advertised by the BIS providing the Refresh (i.e. the contents of the Adj-RIB-outs associated with the BIS-BIS connection), and delimited by the RIB REFRESH BISPDU, which is part of the BIS-BIS protocol. During a refresh, the receiving BIS may compare the received routes against the RIB, and rectify any discrepancies.

A RIB Refresh may be performed automatically by the "refreshing" BIS, or solicited by the one receiving the refresh, again using the RIB Refresh BISPDU.

Route Combination

Route Combination is the combination of two or more routes into a single UPDATE BISPDU and is an optimisation intended to reduce the number of BISPDUs exchanged between two adjacent BISs. The principle is that when a BIS has two or more routes that need to be advertised to an adjacent BIS, and when these routes have the same NLRI, but different sets of distinguishing path attributes, then they may be combined into a single UPDATE BISPDU, which encodes common path attribute values once and once only for each combined route. By the same process, Route Withdrawals may also be included in the same UPDATE BISPDU as a newly advertised route.

When aggregated routes are modified such that the NLRI changes, the original aggregated route has to be formally withdrawn and its replacement advertised as a new route. To prevent discontinuities in the availability of the aggregated route, it is important that the withdrawal of the older route and its replacement take place simultaneously, otherwise the availability of the remainder of the aggregated route will be discontinuous with the risk of temporary loss of communications. Route Combination, in this case combining withdrawals and updates together, is thus essential to the proper operation of Route Aggregation.

Authentication and Security

Physical Security measures protecting ATN Routers subnetworks, and other components from attacks, including unauthorised access and physical attacks, will need to be employed by Administrations and other Organisations. Each will need to consider what measures are appropriate to local circumstances. Such mechanisms will be necessary to protect against Denial of Service attacks.

Encryption of data links may also be considered as a means of preventing unauthorised access, especially to prevent Denial of Service by preventing unauthorised access to routing information, and hence unauthorised modification of routing information. Such mechanisms may also be used to protect against the injection of unauthorised messages, although application specific mechanisms will probably be more appropriate for this.

However, when public data networks are used, or when mobile subnetworks using free radiating media, then protocol specific mechanisms are required in order to protect against unauthorised access. This includes authentication mechanisms used to protect against access by unauthorised users. In order to protect the routing information base, authentication of the provider of IDRP routes is viewed as extremely important.

The IDRP protocol supports a range of authentication mechanisms (referred to as authentication types 1, 2 and 3) implemented on a per BISPDU basis. Authentication type 1 provides an unencrypted checksum on each BISPDU, and so is not secure, although it gives protection against arbitrary errors. Type 2 provides protection against masquerade and modification by use of a checksum on each BISPDU which is encrypted using a mutually agreed encryption algorithm. Authentication type 3 uses a “validation field” in each routing protocol exchange to carry a Message Authentication Check (MAC), generated from an agreed password.

The ATN SARPs currently require type 1 authentication. However, it should be noted that this is not believed to be adequate to protect against threats to the routing information base, resulting from unauthorised access. Type 2 authentication is necessary for this, and may be mandated on a regional basis where it is believed that such a threat exists, together with an appropriate security mechanism, such the Digital Signature Standard specified in FIPS Pubs 186 and 180. No additional protocol overhead is necessary to support type 2 authentication. The field used to convey the authentication information for type 2 authentication is also used for type 1 authentication.

Appropriate security mechanisms will also require the distribution and use of encryption keys. Key Management may be considered as a bilateral matter for ground-ground connections. For Air/Ground connections, a common approach will need to adopted in each region requiring type 2 authentication. For example, a single secret key may be used per region, and regularly changed (e.g. daily). However, in the future, it may be necessary to move to a key per aircraft, if the threat increases in significance.

The Route Decision Process

The IDRP Routing Decision Process is described as a three phase process, where each phase is, respectively, concerned with:

The Selection of routes for Internal Distribution

The Selection of Routes for Local Use

The Selection and update of routes for External Distribution.

Each of these three phases is described below.

The Phase One Decision Process

The Phase One Decision Process acts on all newly received routes, and on all received indications of the withdrawal of an existing route. For each new route, it computes a degree of preference according to a local policy algorithm. If that route has the highest degree of preference out of all known routes to the same destination and same set of distinguishing path attributes, and it was received from a BIS in a different Routing Domain, then the route is copied to the Adj-RIB-out associated with each BIS in the local Routing Domain, for internal distribution to those BISs. By this means all BISs in the local Routing Domain are kept up-to-date about the availability of the preferred route to each destination. There is no need to similarly copy routes received BISs in the local Routing Domain, because all such BISs are assumed to be in direct communication and will receive such a route direct from the local BIS from which it came.

Similarly, if the withdrawal of a previously preferred route is received from a BIS in another Routing Domain, then that withdrawal is immediately copied to all other local BISs, so that they too may be made aware of the loss of such a route. An alternative but previously lower preference route may exist in another Adj-RIB-in and, if so, that route now becomes the preferred route and is copied, as above, to the Adj-RIB-out associated with each BIS in the local Routing Domain.

The Phase One Decision process also provides an opportunity for BISs in the same Routing Domain to check the consistent application of the local route selection policy. The computed degree of preference is passed with each route as part of the internal distribution procedure and is checked by phase one whenever it computes the degree of preference for a route received from a BIS in the local Routing Domain. Any lack of consistency is reported to Systems Management.

Note that there are also special rules for handling the security path attribute. Although there is only one Security RIB-Att, routes with different values if the Security Path Attribute satisfy different user policies and one cannot said to be preferable to the other. Because of this, when operating on routes under the Security RIB-Att, phase one will select the most preferable route for each destination and each value of the security path attribute for internal distribution.

The Phase Two Decision Process

The Phase Two Decision Process is responsible for choosing the routes to be made available for local use in the Loc-RIB. Essentially, the preferred route to each destination and for each RIB-Att, identified by phase one is copied into the corresponding Loc-RIB. Under the Security RIB-Att, the same special rules apply, and the Loc-RIB for the Security RIB-Att may include several routes to the same destination. In each case, these will be the preferred route for a given value of the security path attribute.

Indications of route withdrawal are also processed by the Phase Two Decision process. Withdrawn routes are removed from the appropriate Loc-RIB, and may be replaced by an alternative route to the same destination, if one is available.

The Phase Three Decision Process

The Phase Three Decision Process is responsible for selecting routes for External Distribution, and for the aggregation of certain groups of routes, and the application of Route Information Reduction. A process model for the IDRP Phase 3 Route Decision Process, including Route Information Reduction and Route Aggregation, is illustrated in � REF _Ref365972061 \* MERGEFORMAT �Figure 5-3�. This illustrates the data structures and processes needed to implement the Route Decision process.

Two PIB data structures are referenced: a list of “Route Selection Rules” and a list of “Reduction Rules”. The former is used for grouping routes together for the purposes of Route Aggregation, while the latter is for determining when Route Information Reduction of NLRI can be performed. In both cases, it will be necessary for the implementor to define a syntax to enable the text based definition of the rules, so that these data structures may then be created at system start up.

A “Route Selection” process is then specified to pass through the Loc_RIB applying first type 1 selection rules, and then applying type 2a and 2b selection rules to any routes in the Loc_RIB not selected by a type 1 rule. The rule types are defined as follows:

A Type 1 rule is a rule that selects routes for aggregation i.e. all routes selected by a given type 1 are aggregated before being copied into the Adj-RIB-out.

A Type 2a rule is an unconditional rule for which each route selected by such a rule is copied as an individual route into the Adj-RIB-Out, and

A Type 2b rule is a conditional rule for which each route selected by such a rule is copied as an individual route into the Adj-RIB-Out, provided that the corresponding Adj-RIB-in also contains a specific route which is also present in the Loc-RIB (i.e. it has been selected for use by the BIS).

The routes selected by type 1 rules are grouped routes, i.e. the routes selected by each type 1 rule form a single group. Each group is then processed by a “Route Aggregation” process to create a single aggregated route for each such group. The aggregation process uses a library of aggregation functions to aggregate each type of path attribute.

Type 2b rules are defined in response to specific ATN requirements for supporting routes to mobile systems. In order to optimise route information distribution, it is necessary to formulate rules that advertise a route to a given BIS, only if that BIS is advertising the selected route to a particular destination. The type 2b rule is a class of rule that meets this requirement.

It should also be noted that some groups of routes cannot be aggregated, even if they have been selected by policy for aggregation. This is because the ISO standard specifically prohibits the aggregation of certain combinations of path attribute. The problem exists for routes that contain:

DIST_LIST_INCL/EXCL path attributes

different values of NEXT_HOP

different values of MULTI_EXIT_DISC.
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The outcome, in such cases, is a local matter. However, it is recommended that a deterministic outcome is always ensured. 

The remaining routes selected by type 2 rules are ungrouped routes. Both ungrouped routes and the aggregated routes that result from the Route Aggregation process are then passed to a “Route Information Reduction” process. This process inspects the NLRI of each route presented to it and applies the reduction rules to it. The application of a reduction rule will, if the rule is satisfied, result in the replacement of one or more NSAP Address Prefixes in the route’s NLRI, with a single shorter prefix. The rules are applied iteratively until no further reduction can take place. 

Once the reduction rules have been applied, the routes are ready to be inserted into the Adj-RIB-out. However, it’s at this point that a check must be made to see if some of these routes have identical NLRI. If they do then they must be aggregated prior to inserting them into the Adj-RIB-out. Note that the same problem may arise, that was discussed above concerning combinations path attributes that cannot be aggregated. In this case, the only solution may be to apply the Route Merging procedures that were specified in the ATN SARPs as a simplified Route Aggregation procedure.

When the routes are inserted into the Adj-RIB-out, they must be linked to the Selection Rule that originally selected it; this is necessary to support the latter processing of the route. 

Prior to inserting the route, the inserting process must check the Adj-RIB-out to see if an existing route is present linked to the same Selection Rule. If this is a type 1 rule, the then new route is marked as replacing the route linked to that Selection Rule. If it is a type 2a or type 2b rule and there is an existing route in the Adj-RIB-out with the same NLRI as the new route, then again the new route is marked as replacing the existing route. Note that in both cases, if the new route is identical to the existing route in both the path attributes it contains and their values then it does not replace the existing route. The existing route may be simply viewed as refreshed.

Indeed, once the phase 3 processes complete, any routes in an Adj-RIB_out that have been neither refreshed nor replaced, must be marked as withdrawn.

Finally, when a route is passed to the Update Send process for advertisement to an adjacent BIS, a “Route Combination” process is required. This will:

Ensure that a route withdrawal is always advertised in the same UPDATE BISPDU as the route, if any, that replaces it; and,

Ensure that when a route is advertised, it is combined with any routes with the same NLRI, and which are also queued for advertisement to the adjacent BIS.

A key feature of the above process model is that it enables routes to be selected for aggregation by any combination of selection filters, which do not necessarily make any reference to the routes’ NLRI. However, it is believed that the process model can be simplified if it is always assumed that selection for Route Aggregation always includes a filter on the NLRI. Such a simplified model is illustrated in � REF _Ref365972877 \* MERGEFORMAT �Figure 5-4�.

The key simplification in this model is the removal of the second Route Aggregation process. This had had to be introduced to cope with the so called “Route Merging” requirement. This is when two or routes with identical NLRI are selected from the same loc_RIB for inclusion in an Adj-RIB-out. Such routes may have the same NLRI when they are contained in the loc-RIB provided that they differ in the security path attribute. However, this condition may also be a result of Route Information Reduction, and, as Route Information Reduction generally takes place after Route Aggregation, the need for a second Route Aggregation point arises.

However, if certain assumptions are made, it is possible to predict the need for routes to be aggregated because they will have identical NLRI after the Route Information Reduction phase. These assumptions are:

Route Information Reduction is only applied to aggregated routes (i.e. routes selected by type 1 rules).

Rules that select routes for aggregation and Route Information Reduction must always select routes that contain NLRI which would result from the application of the Route Information Reduction rule. 

Routes selected by different type 1 rules cannot, as a result of Route Information Reduction, have identical NLRI.

With these assumptions in place, the process model illustrated in � REF _Ref365972877 \* MERGEFORMAT �Figure 5-4� can be considered.

In this model, Route Selection is again shown separate from Route Aggregation. First, routes are selected from the Loc-RIB for advertisement to a given adjacent BIS, by applying the specified selection rules (type 1, type 2a and type 2b). From this set, routes selected by type 1 rules are queued for aggregation and Route Information Reduction before being entered into the Adj-RIB-out, as before; the remaining routes are copied directly to the adj-RIB-out.
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This procedure is perfectly satisfactory as long as there is no possibility of two routes with identical NLRI being placed in the adj-RIB-out. This can occur for two reasons. The first is that two routes with identical NLRI were selected from the same Loc-RIB. However, this situation can be readily handled by demanding that such routes are always selected for aggregation. However, the other case is more awkward to handle. This is when a route that was copied directly from the set of selected routes has the same NLRI as a route that was the result of Route Information Reduction.

This is where the above assumptions come in. The first is essentially aimed at ensuring that routes that are not aggregated do not end up with identical NLRI. This can only come about because of Route Information Reduction and prohibiting it in this case avoids the problem.

The second assumption ensures that a route copied directly to an adj-RIB-out cannot have the same NLRI as would result from Route Information Reduction being applied to a set of aggregated routes. The third assumption then ensures that this cannot happen as a result of two separate aggregations.

Each of these assumptions is a constraint that apply to the selection rules and which can be checked for when the rules are parsed by the phase 3 decision process.

Relationship to Intra-Domain Routing

A BIS is a gateway between the inter-domain environment and the intra-domain environment. It forwards NPDUs between the two environments and must also reflect routing information between the two environments. 

All destinations within a single Routing Domain will be characterised by a limited set of NSAP Address Prefixes, and ideally such a set consists of a single NSAP Address Prefix. This is a static attribute of the Routing Domain and a BIS will advertise to other BIS a route to destinations within the local Routing Domain with this set of NSAP Address Prefixes as the destination of the route. Generally, there is no need for this route to be dynamically updated. The stability of routing information and the scaleability of the inter-domain environment depends on a certain amount of information hiding and, in particular, BISs will not reflect the actual availability of systems within their own RDs in the routes they advertise to other BISs. To put it simply, turning off a workstation or PC should not result in a change in routing information reported to other RDs.

However, when an Routing Domain has more than one BIS, there is a need to pass routing information from the inter-domain routing function to the intra-domain routing function, for onward advertisement in the level 2 domain as Reachable Address Prefixes. This is because intra-domain routers will need to know which BISs provide the best routes to external RDs. On the other hand, it will rarely be practicable or necessary to provide routing information on all known inter-domain destinations to the intra-domain routing function. The volume of information is likely to be far too much for this to be a realistic strategy. 

Fortunately, a straightforward approach can be adopted for the intelligent passing of routing information to the intra-domain routing function. Furthermore, such an approach can be used to avoid the encapsulation of NPDUs passed between BISs in the same Routing Domain. The recommended procedure is as follows: 

Initially, the inter-domain routing function makes available to the intra-domain routing function, as a Reachable Address Prefix, only the default route to all destination. This is a zero length NSAP Address Prefix.

Whenever the intra-domain routing function passes a PDU to the inter-domain routing function which is either 

decapsulated and then routed to another Routing Domain, or 

routed immediately to another Routing Domain, then 

[...] the address prefix that characterises the route followed by the PDU is made available, as a Reachable Address Prefix, to the intra-domain routing function.

Whenever an inter-domain route is withdrawn then, if any of the address prefixes that characterise the destination of the route have been made available to the intra-domain routing function, then they must cease to be available for use as Reachable Address Prefixes.

Whenever a PDU is received by the inter-domain routing function from an adjacent routing domain, and needs to be routed to another BIS in the local Routing Domain, [...] then the intra-domain routing function is queried to determine if a route other than the default route is available to the PDU’s destination. If such a route is available, then the PDU is passed directly to the intra-domain routing function without encapsulation. Otherwise, the PDU is encapsulated, addressed to the NET of the BIS and passed to the intra-domain routing function.

Whenever a PDU is received by the inter-domain routing function from the intra-domain routing function and needs to be routed to another BIS in the local Routing Domain  [...] then the PDU must be encapsulated, addressed to the NET of the BIS and passed to the intra-domain routing function.

The consequence of the above approach is that BIS learn about the external destinations that systems inside the Routing Domain want to reach and, provide routes to such destinations exist, they are made available as Reachable Address Prefixes. The intra-domain routing function can then route such NPDUs direct to the appropriate BIS, rather than the nearest, which is a consequence of just advertising the default route. Furthermore, the same principles apply to NPDUs passing through the Routing Domain. The destinations for such NPDUs are similarly passed to the intra-domain routing function, and the encapsulation of such NPDUs thereby avoided. This is advantageous because encapsulation always carries the risk of unnecessary segmentation, with the overheads that that implies.

Route Selection, Aggregation and Information Reduction

The concepts of Route Selection, Aggregation and Information Reduction have already been introduced. However, while it has been stated that they have an important role to play in the scaleability of any internetwork, this role has not yet been fully explained. The purpose of this section is to illustrate how these mechanisms are used to implement a scaleable internetwork. The approach taken is deliberately informal, in order to present a complex subject in an accessible manner.

What is Route Aggregation?
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Firstly, look at the signpost alongside in � REF _Ref353701489 \* MERGEFORMAT �Figure 5-5�, and imagine being confronted with it at a road junction. If you are going to one of the big cities indicated on it, then you’re in luck. It points you in the right direction. But, if you are not, what do you do? Complain to the person that erected it?

Perhaps you do. You want to go to Berlin, and you’re the kind of person that complains strongly if things aren’t right. The person responsible for the signpost, reacts to customer demand and adds a sign for Berlin. Off you go, a satisfied customer. 

The same then happens for people wanting to go to Rome, Toulouse, Sydney, Singapore, Peking, Cape Town, Rio de Janeiro, Seattle, Moscow, Dublin, Brisbane, Winchester, Prague, Bristol, Athens, Anchorage, Stornoway, Oslo, St Petersberg, and so on, until there is no further room on the signpost to hang another sign. What does our poor Signpost Manager do now?

He could just erect a bigger signpost, but if he’s bit cleverer, he may just realise that the problem is not one of insufficient signpost real estate, but really it’s the granularity of information that is being provided. After all, London, Paris and Brussels are all in Europe, and hence could be replaced with a single sign indicating the direction to Europe, along with all the other cities and towns in Europe that are individually listed on the signpost.

In fact, this is a really bright idea, as it is not just the European cities that can be picked off in this way, but so can the Asian cities, the American ones, the African ones, and so on. Only those that really are local (i.e. on the same continent) need to be explicitly mentioned. What our bright signpost manager has realised is that his customers don’t really need detailed information on the route for their individual destinations. There are only a few directions in which they can go anyway and, when he labels each direction with a suitable collective noun or group name, that properly and unambiguously describes what is reachable in that direction, the signpost’s users will get all the information they need. After this exercise in information reduction, our signpost ended up much like that in � REF _Ref353704037 \* MERGEFORMAT �Figure 5-6�.
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This benefited the signpost’s users, who didn’t have to search through lots of different signs to find the one they wanted, and the signpost manager’s company, as now, maintenance had been reduced to almost zero.

OK, so this is how road signs work, but is it really relevant to network routing?

Of course it is. Every router has an electronic signpost within it - its forwarding table. Each packet that it forwards, must find a sign telling it which direction to go in, otherwise it will be discarded. A Network Manager is akin to our Signpost Manager and must ensure that there is a suitable sign for every packet that needs to be routed.

By replacing whole groups of signs by a single sign, our Signpost Manager brought together the pointers to many different routes and merged them into a single pointer. In effect, he aggregated those routes - he performed Route Aggregation. In fact, he went one stage further. Not only did he bring the routes together, but he also replace the list of individual destinations, be a single common destination name. This procedure is properly known as Route Information Reduction.

Structured Addresses and Routing

From this you may conclude that routers adopt a principle similar to that illustrated in � REF _Ref353704037 \* MERGEFORMAT �Figure 5-6�, and minimise the amount of routing information by collecting routes together and signposting routes to appropriate group addresses. Unfortunate, you would not always be right in making such a conclusion.

For example, in the TCP/IP Internet, the routers implemented by the Internet Service Providers are much more like the signpost in � REF _Ref353701489 \* MERGEFORMAT �Figure 5-5�. There’s a sign for every network in the world and, when they run out of space to add new signs, the only answer is to get a bigger signpost. In fact, even this isn’t true, because for most Internet Service Providers, there aren’t any bigger signposts anymore. 

The reason why this is so is twofold. Firstly, the network addresses used in the TCP/IP Internet are rather on the small side at only 32-bits long. Secondly, such addresses have traditionally been allocated to networks without any regard to network topology. The first problem is due to the limited horizons of the early Internet developers. No one at that time thought the Internet would grow so big and a 32-bit address was chosen for engineering reasons (i.e. efficient processing) rather than with future growth in mind. The second problem is simply due to any recognition that there needed to be a way (in network address terms) of forming the structured addresses necessary to move away from the over-crowded signpost.

A Network Address is simply a binary number that uniquely identifies a single host computer on the Internet, However, network addresses are not simply names (like London or Paris) which, on their own tell you nothing about where the addressed location actually is. Network Addresses are first of all names of systems on a network, but they must also be parameters to a routing algorithm that is implemented by every router in an internetwork, and their role as parameters constrains the scope for allocating network addresses. 

In our signpost example, the address that we were trying to get to wasn’t simply (e.g.) London, but in reality would be a structured address (e.g. 221b Baker Street, London, England, Europe). To find the addressed location, we would consult our first signpost:

if the signpost is in London, then we start looking for a sign first to Baker Street;

Otherwise, if the signpost is in England, we look for London;

Otherwise, if the signpost is in Europe, we look for England;

and finally, if the signpost is not even in Europe, we look for a sign to Europe.

This is the algorithm we employ to use signposts to help us find our destination. We employ it at every signpost we encounter on our journey and, if they are giving us the right information, we will eventually get to our destination.

In the TCP/IP Internet, a Network Address is similarly structured, but into only two parts. The first part is a unique network identifier and the second part uniquely identifies a Host Computer on the network identified by the first part. 

Furthermore, the network identifiers were assigned on a “first come first served” basis. In the electronic signposts that exist in every Internet Router, there has to be a “sign” for every assigned network identifier, pointing along the route to that network. If network identifiers had been assigned (e.g.) that 1 to 100 were in North America, 101 to 200 were in Europe, and so on, then there would be opportunity for the “signposts” within each such router to be rationalised as in � REF _Ref353704037 \* MERGEFORMAT �Figure 5-6�. Within organisations, this is often done, with the Host Identifier split up into an internal (within the organisation) network identifier and a smaller Host Identifier However, at the level of the Internet Service Provider, there is a need to keep track of a route to each assigned network identifier, and this is a serious limitation on Internet growth.

If our electronic signposts are to be rationalised, then Network Addresses must be structured in a way that is much greater than simply Host on Network and so that we can address our systems as (e.g.) Host on internal network, in organisation, attached to Internet Service Provider, in Country or Region. Then, for example, the Routers in an Internet Service Provider (ISP) only need to have “signs” for their users, other ISPs in the same country or region, and an ISP in each other Country or region. The number of such “signs” is then unaffected by the attachment of a new organisation to another ISP i.e. the Internet can grow locally without global impact. This is a necessary condition for an Internet that is scaleable (can always grow bigger). Unfortunately, this is not a realistic proposition with addresses of only 32-bits.

The Allocation of Structured Addresses

By allocating network addresses arbitrarily (at least on a per network basis), the early developers of the TCP/IP Internet have compromised its later growth. Fortunately, for the ATN Internet, these problems were already known by the time that the ATN came to be developed and can thus be largely avoided.

The ATN specifies the use of the Connectionless Network Protocol (CLNP) instead of IP. This has the great advantage of large (variable length) addresses, and the ATN takes advantage of this to specify a 160 bit address format. Although it can be argued that such a long address is less efficient to process than a 32-bit address, 160 bits makes it much easier to ensure that similar network addresses are allocated to networks that are near each other in the ATN Internet, and can therefore be used to improve the overall routing efficiency.

This larger address space allows for a structured allocation of addresses to be made. The address may then be broken up into a number of fields (for the purpose of allocation), which then form a nested hierarchy. For example, in a left to right order, the fields may identify region, country, organisation, site, system. All Systems within a given organisation would than have addresses that share a common prefix and those on the same site also share a common (but longer) prefix. In the ATN, such addresses are known as NSAP Addresses and the prefixes are therefore called NSAP Address Prefixes.

With this approach, similar network addresses, as illustrated in � REF _Ref353781011 \* MERGEFORMAT �Figure 5-7�, imply that the addressed destinations are close together in the topology of the network. Indeed, how far down the address (seen as a bitstring) that the two addresses diverge, can be taken as a metric of closeness.
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Indeed, in a scaleable Internetwork, such as the ATN, the Routers operate first by labelling routes with the address prefix(es) common to all destinations along the route, and perform routing simply by comparing destination network addresses against such address prefixes and forwarding each packet along the route labelled with the longest matching address prefix. This is very much like the use of a physical signpost described earlier.

Furthermore, as routing is done by such a simple prefix matching rule, the Routers do not themselves have any real need to know about the structure of the address. The structuring of a network address into a series of fields is therefore only for the purpose of address allocation and not for routing purposes. This is of course different to the way physical signposts are used and represents where our analogy and network routing diverge.

Towards a Scaleable Routing Concept

Our signpost analogy is really only one part of the routing concept. As illustrated in � REF _Ref353771004 \* MERGEFORMAT �Figure 5-8�, signposts are just waypoints along a route between a starting point and a journey’s end and, formally, we define a route to be a combination of information that describes a path, and the NSAP Address that identifies the end point of the route. IDRP deals in such routes and allows BISs to keep each other informed about the routes that they offer.

Of course, IDRP’s routes are not to actual destination systems. They are to the BISs at the edge of the Routing Domain that contains the destination system, and the NSAP Address of the route’s end point is a Group Address - the common NSAP Address Prefix for all systems within that Routing Domain. Effectively, the BIS has brought together the individual routes to each system within Routing Domain into a single route, and replaced all the individual NSAP Addresses with the appropriate single NSAP Address Prefix. We already know these two processes to be called Route Aggregation and Route Information Reduction, and these always occur implicitly, in a BIS, before a route to such internal destinations is advertised to the BISs of other Routing Domains.

The question now arises as to whether there is any merit in carrying out Route Aggregation and Route Information Reduction at any other points in route distribution. The answer is a definite yes.
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Firstly, there is nothing magic about an 88-bit NSAP Address Prefix. That figure so happens to be a convenient breakpoint in the ATN Addressing Plan. In IDRP, NSAP Address Prefixes can be any number of bits in length. If routes to individual Routing Domains can be aggregated together, and their individual NSAP Address Prefixes replaced by a single shorter common prefix, then we have achieved a useful simplification not just for our local electronic signpost, but for all such signposts downstream of the point at which the routes were aggregated.

In fact, if we can achieve the general principle that the further away from a route’s destination you are, the shorter the NSAP Address prefix is for the route’s destination, then we have achieved the goal of a scaleable internetwork. This is because for an internetwork to be scaleable, that is to be able to grow without any serious limitation on its total size, we must never get into the situation that the TCP/IP Internet has got itself into, where there are routers which have to keep having bigger and bigger “signposts” as the internet grows. The internet then cannot grow any more, once these routers have the biggest signposts that can be purchased.

As long as the above principle is obeyed, growth can occur in the far away internet without affecting remote routers, and hence growth can continue in an almost unbounded fashion.

For example, consider the example in � REF _Ref353773165 \* MERGEFORMAT �Figure 5-9�. Here we have a service provider supporting several users, and it is assumed that the service provider has been allocated the NSAP Address Prefix “1234” for all NSAP Addresses that it allocates. It allocates the prefix “12340” to its own Routing Domain, and then allocates “12341”, “12342”. etc. to each of its users’ Routing Domains. The systems with those Routing Domains are then allocated NSAP Addresses relative to the NSAP Address Prefixes assigned to each Routing Domain. 

In each User’s Routing Domain, a BIS forms a route to all systems within that Routing Domain. This is a route to all systems in the Routing Domain, and the route’s destination is the NSAP Address Prefix assigned to the Routing Domain. This route is then advertised using IDRP to the Service Provider’s BIS. 

The Service Provider’s BIS receives a so advertised route from each user’s Routing Domain and can therefore build its own electronic signpost from each of these routes, “adding a sign” for each route advertised to it. This router could just re-advertise each such route on to a BIS operated by another service provider or its own users. However, because all these routes share a common NSAP Address Prefix (“1234”) it is much more efficient to first aggregate the routes together, along with the route to the service provider’s own Routing Domain, and then apply the Route Information Reduction procedure to end up with a single route to “1234”. This is the route it then advertises on, instead of re-advertising the individual routes to each Routing Domain.

Not only is this efficient but, if for example, a new user’s Routing Domain is added (and given the next NSAP Address Prefix - “12344”), then this has no impact at all on the aggregated route or the number of routes maintained by the BIS in another Service Provider. The internetwork has grown locally without having a global impact, and this is what scaleability is all about.
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This example can be readily extended. For example, if all of the Service Providers in a given country shared a common NSAP Address Prefix (e.g. “123”), then only a single route needs to be advertised internationally and which is common to all service providers. In fact, as long as the address allocation hierarchy reflects the way the network is organised, there will be many such opportunities for Route Aggregation and Route Information Reduction.

In the ATN, the addressing plan is so organised that each Administration has a single NSAP Address Prefix which will be common to all systems and Routing Domains that the maintain. Thus only a single route need be advertised between individual Administrations. Furthermore, provided that within a region, Administrations co-ordinate their addressing plans, it will be possible to form a single route to a given region keeping the overhead of inter-regional communications down to a minimum.

Looking ahead to � REF _Ref366553365 \n �5.11.2�, this principle is further exploited by the ATN Island concept. An ATN Island is essentially a regional grouping of Administrations with co-ordinated addressing plans. In such a situation, it is possible to form a single route to “the ATN Island”, and, indeed, it is recommended that this is done prior to route advertisement to aircraft, thus keeping down the routing overhead on low bandwidth air/ground data links to a bare minimum.

Containment Boundaries and Routing Domain Confederations

Route Aggregation and Route Information Reduction generally work very well by themselves. However, to help solve the problem of when to aggregate, we have already introduced the idea of a Containment Boundary (see � REF _Ref366568820 \n �5.4.6�). We need some way of defining the scope of a given NSAP Address Prefix - that is to define a Containment Boundary that itself defines the limits of the domain of such an NSAP Address Prefix.

One obvious example of such a Containment Boundary is a Routing Domain. Each Routing Domain contains all systems identified by NSAP Addresses relative to the NSAP Address Prefix assigned to that Routing Domain. When routes exit a Routing Domain (i.e. at a BIS), the Containment Boundary is crossed, and the router knows a priori that it is appropriate to aggregate the individual routes together and form a single route with its destination being the common NSAP Address Prefix for the Routing Domain.
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In the example in � REF _Ref366553418 \n �5.9.4� above, there is clearly some sort of Containment Boundary enclosing the Service Provider and its users. This can simply be a conventional boundary. However, IDRP does provide a means to make this more concrete in the shape of a Routing Domain Confederation (RDC).

An RDC is no more than a group of Routing Domains, as illustrated in � REF _Ref353784551 \* MERGEFORMAT �Figure 5-10�, and, at its simplest, is a means of collectively referring to a related group of Routing Domains. However, an RDC can usefully be defined to be a Containment Boundary for the domain of an NSAP Address Prefix. In the above example, we could have an RDC containing the Routing Domains of the Service Provider and its users.

With such an RDC, we can then implement a simple and effective rule for aggregating routes i.e. whenever a route that originates within the RDC is advertised across the RDC boundary, it is aggregated with all such routes to form a single route to a destination described by the common NSAP Address Prefix for all Routing Domains within the RDC. This is essentially what is happening in our example.

As happened in the example, more Routing Domains can be added to the RDC without affecting the route advertised external to the RDC. That is the internetwork has grown locally without global impact. 

In the ATN, an ATN Island is an example of an RDC that contains all Routing Domains with a common NSAP Address Prefix i.e. common to all systems on the “Island”. Whenever a route is advertised outside of the Island (e.g. to an aircraft) it becomes a candidate for aggregation with other such routes. As is described later in � REF _Ref366553486 \n �5.11�, RDCs, Address Allocation and Route Aggregation are used together to create a scaleable ATN supporting mobile routing.

Route Initiation

The Purpose of Route Initiation

ICAO has adopted the use of Policy Based Routing procedures for routing between ATN Routing Domains (RDs), including the support of routing to mobile systems. Dynamic Routing Information is exchanged using the procedures specified in ISO 10747 and used and disseminated according to local routing policies specified in accordance with the ATN SARPs. However, before routing information can be exchanged between any two Routing Domains, it is first necessary to establish a communications path between BISs in each of those RDs. The establishment of such a communications path is known as “Route Initiation”.

Route Initiation procedures are required whenever two ATN RDs need to be interconnected. Since the ATN SARPs specify that, on board an aircraft, the communications systems and the applications processors that they serve comprise a Routing Domain, Route Initiation procedures also apply to the establishment of air/ground communications.

Route Initiation commences when the decision is made to establish a communications path between two ATN RDs. Route Initiation finishes upon the initial exchange of routing information between the BISs, or the unsuccessful termination of the Route Initiation procedure.

Note: BISs within the same RD also exchange dynamic routing information using ISO 10747. The Route Initiation procedures are the same as for inter-domain connections except that both Routers will be under the control of the same administrator.

Ground-Ground Route Initiation

The Communications Environment

Ground-Ground communications typically use long lasting physical or logical communications paths. Route Initiation can normally be regarded as a rare event and will often be only semi-automated.

The communications networks in the ATN ground environment are outside the scope of the ATN SARPs, but can be assumed to include:

X.25 Public and Private Data Networks

Leased Lines

Integrated Services Digital Networks (ISDNs)

Frame Relay Services

The Public Switched Telephone Network (PSTN).

The actual choice of communications network is a matter for bilateral agreement between the organisations and states that wish to interconnect their RDs, and will depend on local availability, tariffs and policies. In many cases, high speed (e.g. V.32bis or V.34) Modems and the PSTN will be used as a backup for a dedicated data network.

The communications protocols used to provide the data link will also depend upon the communications network used and bilateral agreement. In the case of X.25 data networks, Frame Relay and communications services provided via the ISDN D-Channel, then the communications protocols are mandated by the data network provider. In the case of Leased Lines and the ISDN B-channel, then HDLC LAPB (ISO 7776) is the likely choice. For the PSTN, the asynchronous communications provided by V.32bis and V.34 Modems makes the Point-to-Point Protocol (PPP) as specified in RFC 1548, the likely choice.

Note: Route Initiation is not necessarily synonymous with the establishment of an uninterrupted communications link between two BISs. For example, the speed at which an ISDN B-Channel is established is such that it may be practicable to break the communication circuit during idle periods and re-establish it when there is data to send, whilst still maintaining a logical communications path between the two BISs. Route Initiation is concerned with the establishment of the logical communications path.

Summary of Procedures

The sequence of procedures for a typical ground-ground Routing Initiation is illustrated in � REF _Ref314904636 \* MERGEFORMAT �Figure 5-11�, and summarised below. They are described in greater depth in the following sections. This illustrates the co-ordination of two Systems (“A” and “B”) interconnecting over a common network. The procedures are:

Adjacent BIS MOs are established in both Systems. In each case, an MO is established to identify the other system and contains the parameters necessary to create and maintain a BIS-BIS connection with that system. Both systems will also have been configured with appropriate SNDCFs associated with each attached subnetwork.

A communications path is established over the subnetwork; typically one system is initiator and the other responder.

Establishment of the communications path is notified to the Systems Manager.

In response, the Systems Manager for each system adds a route to the local FIB and to the remote System, and

invokes the IDRP “Start Event” action, or re-run the decision process if a BIS-BIS connection already exists with the remote system.

On successful establishment of the BIS-BIS connection, Route Initiation completes.

Note: while the Systems Manager may be a real person explicitly issuing commands, the “Systems Manager” in the above description may alternatively be a procedural script carrying out an automatic action in response to a Systems Management Notification.

Initial Route Initiation

Route Initiation begins with the decision to establish a communications path between a pair of BISs, including the decision on which communications networks to use. The first procedure is to establish the underlying communications circuit between the BISs and hence to establish the logical communications path.

These procedures will be data network dependent and will require some sort of interaction between the respective Systems Managers. Typically, one BIS will need to be in a passive state awaiting an incoming event (e.g. an X.25 call indication or a PSTN Ring Indication), while the other takes an active role and initiates circuit establishment (e.g. by generating an X.25 call request, or “dialling” the telephone call).

When appropriate to the type of data network used, the QoS, Security and Priority requested on any such call request, should be satisfactory for the exchange of routing information.
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During this phase, there should normally be some validation to ensure that communications has been established with the correct remote system. This initial phase completes once the data link has been established.

Route Initiation in CLNP

The ATN SARPs specify the use of the Connectionless Network Protocol (CLNP) specified in ISO 8473 for ATN subnetwork independent communications. Establishing a data link (e.g. an X.25 virtual circuit) is a necessary condition for data to be exchanged between two BISs using CLNP, but not a sufficient condition. In order for the data link to be used by the CLNP Network Entity, and hence as a communications path for the forwarding of data packets, it is necessary to:

Assign an appropriate Subnetwork Dependent Convergence Function (SNDCF) to interface the data link to the Network Entity;

Update the Forwarding Information Base (FIB) to record statically known routes available over the data link and via the remote BIS.

The former is necessary in order to match the characteristics of the actual network and communications protocol used over that network to the characteristics assumed by the CLNP Network Entity. The second is necessary in order to permit the exchange of dynamic routing information.

The SNDCF is typically specified for a network type and associated at system configuration time with a physical communication port. In most cases, the assignment of the SNDCF is implicit in the network over which communications is established, and no explicit action will need to be carried out to assign the SNDCF. Indeed, most implementations will require assignment of the SNDCF prior to establishment of the data link. However, for some network types there may be alternatives chosen at connection establishment time.

The FIB may be updated with any statically known routes that are known a priori to exist via the newly established data link, where a route consists of an NSAP Address prefix paired with an identifier for a data link. When forwarding data packets, the CLNP network entity locates the longest matching NSAP Address Prefix in the FIB, when matched against the packet’s destination NSAP Address, and then queues the packet for transmission over the associated data link. Multiple FIBs may also exist, matching different QoS and security requirements. So that Routing Information may be exchanged, the FIB associated with the QoS level used for the exchange of Routing Information, must be updated to include, as a minimum, a route to the network entity located on each BIS to which a data link has been established.

Therefore, once a data link has been established to a remote BIS, the System Manager must either directly, or via an automated procedure, insert into the FIB associated with the Security and QoS level used for the exchange of Routing Information, a route associating:

an NSAP Address prefix that is a prefix for the NET of the remote BIS at the other end of the newly established data link. As a minimum, this prefix may be the complete NET; and,

the data link to that remote BIS.

Note 1: the reverse must also take place when the data link is terminated i.e. the above route must be removed from the FIB.

Note 2: alternatively, such routes may be entered into the FIB at system initialisation. However, this strategy gives satisfactory results only if there is a single possible data path to the remote BIS.

Route Initiation in IDRP

Once a communications path has been established between two BISs and sufficient static routing information has been entered into the local FIB in order to enable the forwarding of data packets to the remote BIS itself, IDRP may be used to exchange dynamic routing information.

IDRP may only exchange dynamic routing information when a BIS-BIS connection has been established. This is a logical connection established by using the IDRP protocol, which in turn uses CLNP to transfer the protocol data units (BISPDUs) to the remote IDRP entity. A BIS-BIS connection supports the reliable transfer of dynamic routing information between BISs.

Prior to establishing a BIS-BIS connection it is necessary to create an “Adjacent BIS Managed Object” to provide the information necessary to establish and maintain a BIS-BIS connection with an explicitly identified remote BIS. The information held includes the NET of the remote BIS, authentication data, the specific IDRP procedures used to establish the BIS-BIS connection and timer values. One such MO exists for each remote BIS with which IDRP may exchange routes. Typically, this MO is setup in advance of the underlying communications path, and will usually be created once agreement to interconnect has been reached.

Once the FIB has been updated with a route to the remote BIS, the “start event” action is requested of the Adjacent BIS MO associated with that Remote BIS. This initiates the procedures for creating the BIS-BIS connection and is followed by the exchange of dynamic routing information. It is the final action of the Route Initiation procedure.

During establishment of the BIS-BIS connection either or both IDRP entities will take an active role in connection establishment, or one will be active and the other passive. The role, active or passive, is determined by information configured into the Adjacent BIS MO. If one IDRP entity is to be passive, then Systems Managers must ensure that the other is configured in the active role. If both IDRP entities are configured in the active role, then the BIS-BIS connection establishment procedures are less efficient, than if one is in the passive role. However, given that the loss of efficiency is small and typically of no consequence given that ground-ground BIS-BIS connections are usually long lived, Organisations and States are recommended by the SARPs to always configure the Adjacent BIS MOs for BIS-BIS connections between ground ATN BISs for BIS-BIS connection establishment in the active role. This is to avoid to risk of both being configured in the passive role by mistake.

However, there is one exception to the above. That is when the newly established communications path is to a remote BIS with which a BIS-BIS connection already exists. This is possible when multiple networks are available between the same pair of BISs. Multiple concurrent connections may be desirable in order to give high availability through redundancy and to provide additional data transfer capacity.

IDRP permits only a single BIS-BIS connection between a given pair of BISs, irrespective of the number of underlying connections and networks that may join them. Therefore, the Systems Manager should check to see if a BIS-BIS connection already exists to the remote BIS and only invoke the Start Event Action if one does not already exist. This action will in any case, be ignored if issued when a connection does already exist.

However, other action may be appropriate if there is a need to recognise the different QoS that may be available when a new communications path is opened up (or lost), or a change occurs in the Security Types that may be supported by alternative communications paths to the same remote BIS. In such cases, the SARPs require that the IDRP Decision Process be aware of the aggregate QoS and Security Restrictions over the communications paths to a given remote BIS (Adjacent BIS). The SARPs require the Decision Process to update the QoS on received routes (when processing the adj-RIB-in) to reflect the QoS of the communications path and to use this updated QoS when determining the degree of preference of the route and when re-advertising it. 

The SARPs also require that the Decision Process does not place in the IDRP adj-RIB-out, any routes with Security Types incompatible with any restrictions that exist on the aggregate communications path. For example, if none of the available communications paths to a given remote BIS permits the transfer of “Administrative” data, then a route with a Security Type reflecting administrative data may not be placed in the Adj-Rib-out for that Router (and hence advertised to it).

Therefore, whenever an additional communications path to a given remote BIS becomes available (or is lost), the Systems Manager must cause the IDRP Decision Process to be re-run, instead of invoking the Start Event.

Air-Ground Route Initiation

Air-Ground Route Initiation is similar to ground-ground Route Initiation, but differs for the following reasons:

ICAO specified subnetworks are used for air-ground communications with their procedures for use mandated by SARPs rather than subject to bilateral negotiation.

Route Initiation typically starts as soon as communication is possible e.g. an aircraft coming into range of a Mode S Interrogator, and, in consequence Route Initiation starts as soon as the Systems Manager is notified of the possibility of communications (e.g. capture by a Mode S Interrogator).

It is not realistic to pre-configure Adjacent BIS MOs for every aircraft that may come into contact with a given ground ATN Router; these MOs must be set up as part of the Route Initiation Procedure.

Special procedures are necessary to identify the NET of a remote ground or airborne Router during the Route Initiation procedure as, in general, it is not possible to know this in advance.

Due to avionics limitations, not all aircraft will be able to implement IDRP and interim procedures inferring route availability over air-ground links must be accommodated.

Communications Environment

The following ICAO Air-Ground data networks are expected to be used to support the ATN:

The Aeronautical Mobile Satellite Service (AMSS)

The VHF Data Link (VDL)

The Mode S Data Network

In each case, ITU recommendation X.25 provides the data network access procedures, and the responsible ICAO Panel’s have required that:

AMSS communications are “air initiated”, that is the aircraft is responsible for initiating communication with the ground

VDL communications are similarly air initiated.

Mode S communications are “ground initiated” that is a ground ATN Router attached to a Mode S data network is responsible for initiating communications with an aircraft.

Summary of Procedures

The Air-Ground Route Initiation procedures are illustrated in � REF _Ref314983857 \* MERGEFORMAT �

Figure 5-12�, and summarised below. They are described in greater depth in the following sections. This figure illustrates the case where a Join Event is generated by the air-ground subnetwork. If the subnetwork cannot generate a Join Event then the procedures start with the Call Request, as part of a polling procedure. System “A” is the initiator and System “B” is the responder. If the air-ground subnetwork is air-initiated then System “A” represents the Airborne Router, and System “B” the Ground Router. If the air-ground subnetwork is ground-initiated, then System “A” represents the Ground Router, and System “B” the Airborne Router.

The Route Initiation Procedures are:

When an aircraft attaches to an air-ground subnetwork, a Join Event is generated, potentially to both Airborne and Ground Routers. If received by System “B”, the Join Event is ignored; System “B is ready to receive incoming calls as soon as it attaches to the Mobile Subnetwork.

System “A” acts on a Join Event by initiating the establishment of a virtual circuit to the address given by the Join Event, provided such a connection is permitted by local policy, or

if polling, System “A” issues a Call Request to the next address on its poll list.

When an incoming call is received by System “B”, it accepts the call if permitted to do so by local policy, and generates and sends an ISH PDU to System “A” over the newly established virtual circuit. This ISH PDU includes the NET of the System “B” Network Entity.

When System “A” receives a Call Accept, it too generates an ISH PDU, and sends it to System “B” over the newly established virtual circuit. This ISH PDU includes the NET of the System “A” Network Entity.

On receipt of the ISH PDU, both systems update their local FIB to include the routing information received on the PDU, and

if one does not already exist, the local IS-SME creates an Adjacent BIS MO for the remote system identified by the ISH PDU, and issues a “Start Event” action to that MO. The Adjacent BIS MO created in System “A” identifies the system as being in the passive role, while the System “B” MO identifies the system as being in the active role. Hence on receiving the start event, System “A” simply listens for an incoming BIS OPEN PDU, while System “B” generates one and sends it to System “A”. System “A” responds to the OPEN PDU, with its own OPEN PDU.

Alternatively, if a BIS-BIS connection already exists with the remote system, then the IDRP Decision Process is re-run.

Once the BIS Open PDUs have been exchanged, the Route Initiation procedures have been completed.
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Initial Route Initiation

In the air-ground environment, Route Initiation starts with the notification that an aircraft has come into contact with an air-ground subnetwork, and that a BIS-BIS connection should be established, so that dynamic routing information may be exchanged. In order to ensure the automatic and timely execution of these procedures, a management entity is required by the ATN SARPs to be implemented in each airborne Router and each ground Router with air-ground connectivity. This known as the “Intermediate System - Systems Management Entity” (IS-SME).

Note: The IS-SME is part of the Systems Management Agent for that Router and may also implement other functions outside of the scope of Routing Initiation.

The IS-SME may have to handle two different classes of air-ground subnetwork:

Air-Ground subnetworks that can recognise when an aircraft has come into contact with the subnetwork (e.g. logged on to a satellite, or captured by a Mode S Interrogator) and hence that a communications path may be established with that aircraft, and which report this event.

Air-Ground Subnetworks which have no mechanism for recognising the above event and/or reporting it.

In the former case, Route Initiation procedures commence when the air-ground subnetwork reports this event - known as the “join” event. In the latter case, Route Initiation additionally includes procedures to allow support for Route Initiation in the absence of such an indication.

Note: Only when air-ground communications are air-initiated is it possible to establish communications without a join event.

The Join Event

Ideally, the Join Event should be a Systems Management Notification sent to the IS-SME from a Management Entity in the subnetwork itself. This notification should provide the following information:

A subnetwork identifier allowing the BIS to associate the event with an air-ground subnetwork to which the Router is connected.

The address on that subnetwork of the remote airborne or ground Router.

The expected lifetime of the adjacency i.e. how long a communications path is expected to be available.

A Ground Router will typically receive a join event for each aircraft that joins each air-ground subnetwork to which the ground Router is attached. The receipt of such join events will therefore be a regular activity. An airborne Router will typically receive a join event for each ground Router on an air-ground network at the time it comes into contact with that air-ground subnetwork.

On receipt of a Join Event, an ATN Ground Router will, if communication is ground initiated, issue a call request to the subnetwork Address reported by the Join Event and thence establish a virtual circuit with the corresponding Airborne Router. An ATN Ground Router will ignore any Join Events received from air-initiated Air-Ground subnetworks.

Likewise, on receipt of a Join Event, an ATN Airborne Router will, if communication is air initiated, issue a call request to the subnetwork Address reported by the Join Event and thence establish a virtual circuit with the corresponding Ground Router. An ATN Airborne Router will ignore any Join Events received from ground-initiated Air-Ground subnetworks.

In each case, the QoS, Security and Priority requested on the call request should be satisfactory for the exchange of routing information. A local policy decision may also be taken to ignore a Join Event from certain sources.

The Join Event for Subnetworks that do not support ATN Systems Management

It is anticipated that not all ICAO air-ground subnetworks will support the ATN Systems Management protocols. In order to provide the equivalent of the join event, this Guidance Material provides the following guidance describing an alternative procedure for passing a join event to an air-ground Router. Future ICAO SARPs for air-ground subnetworks which do not specify support of ATN Systems Management should specify the following procedures or an equivalent procedure.

A communications path (e.g. a virtual circuit) is established between the ATN Router and a subnetwork processor (e.g. Mode S GDLP) by a Systems Manager and kept open as long as both Router and subnetwork are active.

Join events are passed from subnetwork processor to Router over this subnetwork connection and as discrete items of data (e.g. as a single packet), and passed to the IS-SME.

The Join Event packet is formatted as a sequence of fields according to � REF _Ref314974390 \* ORDINAL �4th�.

Procedures for Air-Ground Subnetworks that do not Provide a Join Event

With this class of subnetwork, it is necessary to adopt a polling strategy in order to establish air/ground communications, and an Airborne Router must "poll" a list of Ground Routers that has been configured by the System Manager.

A suitable "poll" is a periodically repeated Call Request packet addressed to the DTE Address of a Ground Router. Such call requests are regularly repeated until they are answered with a Call Accept from the addressed Ground Router, and an Airborne Router may cycle through a list of Ground Router DTE Addresses until a connection is established. The QoS, Security and Priority requested on this Call Request should be satisfactory for the exchange of routing information.

Once a virtual circuit has been established, the Router may cease to cycle through its poll list, until the connection terminates (e.g, because the aircraft goes out of range of the mobile subnetwork), when it must resume polling for another connection. However, this may lead to unnecessary gaps in communications availability. Furthermore, not all ground Routers will support all security types required by the aircraft. The airborne Router is thus recommended to continue to cycle through its poll list, even when subnetwork connections exist, and to poll the remaining DTE Addresses on the poll list. Polling need only stop when the Router has made sufficient air/ground connections to satisfy its requirements for each supported traffic type, QoS and availability. Polling may resume when these requirements cease to be met

Note: Typically, there will be many more Airborne Routers on a mobile subnetwork than there are Ground Routers, regardless of the subnetwork's coverage area. Hence, while an Airborne Router can be expected to be configured with a complete list of Ground Router DTE Addresses, it is unlikely to be practicable for a Ground Router to be configured with a complete list of Airborne Router DTE Addresses. This is why subnetworks which do not provide information to DTEs on the connectivity status of other DTEs are only considered suitable for air-initiated BIS-BIS connections.
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Route Initiation in CLNP

As a result of the handling of the Join Event or the “polling” procedure described above, a virtual circuit will have been established between Airborne and Ground Routers. The Mobile SNDCF specified in the ATN SARPs should also have been assigned to support the use of this virtual circuit by CLNP. As with ground-ground Route Initiation, it is now necessary for the IS-SME to add to each Router’s FIB, a route to the NET of the remote Router’s Network Entity, using the newly established virtual Circuit.

However, all each Router knows at this point is the DTE Address of the other Router. In order to avoid the maintenance problem inherent in managing lookup tables that would enable a correspondence to be made between a DTE Address and a NET, a dynamic procedure has been specified by the ATN SARPs.

An ISO 9542 IS Hello (ISH) PDU is used for this purpose. This is sent either as data, once the connection has been established, or as part of the Call Request/Call Confirm dialogue when “Fast Select” is supported by the air-ground subnetwork. Both Airborne and Ground Routers generate an ISH PDU that reports their NET to the other Router. On receipt of an ISH PDU, each Router updates its FIB with a route to the remote Router, using the NET supplied by the ISH PDU and associating this NET with the subnetwork connection over which the ISH was received, as the forwarding path.

Note: this procedure is also used to negotiate the interim procedures used when IDRP is not supported by the Airborne Router. 

Route Initiation in IDRP

Route Initiation in IDRP in the air-ground case is then almost identical to the ground-ground case, except that the SARPs require that one Router is in the passive mode and the other in the active mode. This is because the efficiency improvement gained by this approach is worthwhile in the air-ground environment, and the active and passive roles can be unambiguously identified when ICAO air-ground data networks are used.

The SARPs specify that for air-initiated air-ground subnetworks (i.e. AMSS and VDL), that the Ground Router takes on the active role and the Airborne Router takes on the passive role. For ground-initiated air-ground subnetworks (i.e. Mode S), the SARPs specify that the Airborne Router takes on the active role and that the Ground Router takes on the passive role. This approach will permit the exchange of route initiation data to take place in the shortest timeframe.

The Adjacent BIS MO, if it does not already exist, must be created in response to a notification that an ISH PDU has been received over a new subnetwork connection. It is necessary to create this MO in response to receipt of the ISH PDU, because it is not realistic to pre-configure an Adjacent BIS MO for every Airborne or Ground Router to which it could be connected.

An IDRP “Start Event” is then invoked by the IS-SME, provided that a BIS-BIS connection does not already exists with the remote system. If a BIS-BIS connection does already exist then, as in the ground-ground case, and for the same reasons, the IS-SME must cause the IDRP Decision Process to be re-run.

Air-Ground Route Initiation without IDRP

Due to avionics limitations, the ATN SARPs permit, as an interim measure, the existence of ATN Airborne Routers which do not support IDRP. Modified Route Initiation procedures are specified to identify such Airborne Routers and thence to infer the routes that would have been distributed had IDRP been implemented.

Note 1: The identification of routes by inference is only possible because aircraft are required by the ATN SARPs to be End Routing Domains. That is they do not relay data between ground stations or to other aircraft, and hence only provide routes to their local Routing Domain. 

Note 2: The consequence of this procedure is that aircraft cannot be dynamically informed about ground route availability. Therefore, until this interim measure has been withdrawn, the ground ATN environment must be constructed to ensure a higher level of availability than would have been necessary had dynamic information been available to all aircraft. This is because, when aircraft make assumptions about ground route availability, those ground routes must exist within the margins of tolerance necessary for air safety.

Summary of Procedures

The procedures for Air-Ground Route Initiation without IDRP are illustrated in � REF _Ref314994369 \* MERGEFORMAT �Figure 5-13�, and summarised below. They are described in greater depth in the following sections. The figure illustrates the case where Air-Ground Routing is ground-initiated. The Route Initiation Procedures are:

When an aircraft attaches to an air-ground subnetwork, a Join Event is generated, potentially to both Airborne and Ground Routers. If received by System “B” (the Airborne Router), the Join Event is ignored. System “B is ready to receive incoming calls as soon as it attaches to the Mobile Subnetwork.

System “A” (the Ground Router) acts on a Join Event by initiating the establishment of a virtual circuit to the address given by the Join Event, provided such a connection is permitted by local policy, or

if polling, System “A” issues a Call Request to the next address on its poll list.

When an incoming call is received by System “B”, it accepts the call if permitted to do so by local policy, and generates and sends an ISH PDU to System “A” over the newly established virtual circuit. This ISH PDU includes the NET of the System “B” Network Entity, with the NSEL set to the conventional value of hexadecimal FE.

When System “A” receives a Call Accept, it too generates an ISH PDU, and sends it to System “B” over the newly established virtual circuit. This ISH PDU includes the NET of the System “A” Network Entity.

On receipt of the ISH PDU, both systems update their local FIB to include the routing information received on the PDU, and

System “A” generates the derived routes using the NET of System “B”, inserts them into the IDRP RIB, and invokes the IDRP Decision Process.

System “B”, generates the derived routes from its local “look up” table and inserts them into its local FIB. If for any derived route, an alternative route exists via a different Ground Router to the same destination then only that with the highest degree of preference as indicated by the look up table is inserted in the FIB.

Initial Route Initiation

There is no difference in the initial Route Initiation procedures when IDRP is not used over the air-ground data link.
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Route Initiation in CLNP

The ATN SARPs require that the NET of an ATN Router’s Network Entity has a Network Selector (NSEL) of zero. This is in accordance with ISO 10589. The SARPs further specify that Airborne Router’s that do not support IDRP over the air-ground data link, have an alias NET with an NSEL value of hexadecimal ‘FE’, and that this NET is used in the ISH PDU passed over the air-ground data link.

Note: that support of a NET with an NSEL of zero is necessary in such Airborne Routers when, for example, they also support ISO 10589 within the aircraft.

Receipt of an ISH PDU with a NET that has an NSEL of hexadecimal ‘FE’ indicates to the receiving Ground Router that the sending Airborne Router does not support IDRP. The IS-SME must then apply the special procedures detailed in the following section.

IS-SME Procedures without the use of IDRP

In the Ground Router

When the IS-SME receives a notification that an ISH PDU has been received from an Airborne Router that does not support IDRP, it must derive the routes that are available via the Airborne Router and add these routes to the local IDRP Routing Information Base (RIB). IDRP may then update the FIB and distribute these routes in the normal fashion.

The derivation of routes is possible because the aircraft is known to comprise an End Routing Domain, and from knowledge of the ATN Addressing Plan it is possible to determine an NSAP Address Prefix common to all systems in the aircraft from the NET of the Airborne Router. Further, from a priori knowledge of ITU restrictions that may apply to each air-ground data network and the Quality of Service offered by each such data network, the distinguishing path attributes appropriate to the routes may also be determined.

The number of routes derived by the Ground Router in respect of a specific Airborne Router will be determined by the number of different Application Security Types permitted by ITU restrictions to pass over the air-ground subnetwork multiplied by the number of QoS metrics appropriate to the network. Each such route will have as its Network Layer Reachability Information (NLRI), an NSAP Address Prefix constructed from the first eleven octets of the received NET. That is because the ATN Addressing Plan results in a common eleven octet prefix for all NSAP Addresses and NETs in one aircraft’s Routing Domain, which may therefore be determined by inspection of any NSAP Address or NET from any system in that Routing Domain.

The IS-SME must then add those routes to the IDRP RIB and run the IDRP Decision Process, which then disseminates those routes and adds them to the FIB in line with the existing Routing Policy, and provided that they are a preferred route to the Airborne Router. 

The actual strategy for doing this is implementation specific. However, a likely strategy is for the IDRP implementation to allocate special “adj-RIB-ins” (one per RIB-ATT) for holding routes received by mechanisms outside of the scope of IDRP. The Decision Process will then consider such routes along with those in “normal” adj-RIB-ins. The only distinguishing aspect of such routes is that they will include the “EXT_INFO” path attribute. This is a flag that enables Routing Policy to differentiate between routes that have been advertised by IDRP throughout and those which have been learned through some other mechanism, perhaps less reliable. As in the general case, the Decision Process must be able to associate this special Adj-RIB-in with the connections to the Airborne Router, and the QoS provided by these connections . This is so that when computing the degree of preference for each such route, or when copying them to the loc-RIB, the Decision Process can update their QoS to reflect the current communications paths that exist to the Airborne Router.

If additional subnetwork connections are opened up (or lost) to an Airborne Router then, instead of generating the derived routes, as before, the IS-SME must cause the IDRP Decision Process to be re-run.

Finally, in this interim role, the IS-SME must also determine when the assumed routes are no longer valid. This event occurs when either the air-ground subnetwork connection is lost or when the periodic exchange of ISH PDUs ceases. On the occurrence of either such event, the routes generated above must be withdrawn. 

Note: that in contrast with the use of IDRP over an air-ground data link, when the ATN SARPs recommend that for reasons of efficient bandwidth utilisation, ISH PDUs are not periodically transmitted, in this case they must be periodically transmitted in order to maintain the “liveness” of the routes.

In the Airborne Router

The IS-SME procedures are in this case, similar to the ground case, except that:

the NLRI of the generated routes cannot be simply derived from the Ground Router’s NET. This is because the Ground Router is typically part of a Transit Routing Domain, and the destinations of the onward routes that it offers will not have any known relationship to its NET.

The generated routes must be directly added to the FIB as IDRP is not present to do this on behalf of the IS-SME, or

if ISO 10589 is implemented, the generated Routes are used to generate Reachable Address MOs and the ISO 10589 entity is used to update the FIB.

In order to determine the NSAP Address Prefixes for the generated routes, lookup tables will have to be provided so that given the NET of a Ground Router, the Airborne Router can identify the NSAP Address Prefixes for destinations reachable via that Ground Router. Furthermore, such look up tables will have to provide:

restrictions on Security Types for such destinations that are additional to ITU restrictions imposed by the Air-Ground Subnetwork;

The Capacity, Hop Count and QoS information for such destinations in a manner sufficient to enable alternative routes to be discriminated between. i.e. an indication of relative preference for each supported metric.

Operationally, there will be a need to ensure that such tables are up-to-date with information appropriate to the Flight Region(s) through which the aircraft will fly, prior to each flight. The actual implementation of this procedure is dependent on the systems involved.

The IS-SME will have to keep dynamic information on which routes are available via each Ground Router with which it is in contact. This information is derived from the look up table and a priori information for each Air-Ground Subnetwork supported. When multiple subnetwork connections exists to a given Ground Router then the routing information will be determined taking into account the characteristics of each such subnetwork.

When routes to the same destination are available via different Ground Routers, then the IS-SME will have to choose between them based on the degree of preference given by the look up tables.

The IS-SME is also responsible for maintaining the FIB with an up-to-date set of available preferred routes determined as above. It must add such routes to the FIB when they become available, and remove them when the reverse is true, Alternatively, if ISO 10589 is implemented, then the IS-SME may make such routes available to 10589 by creating a Reachable Address MO for each such route, and removing the MO when the route ceases to be available. The ISO 10589 implementation may be relied upon to maintain the FIB with this routing information.

Management of the ISH PDU Holding Time

An ISH PDU exchange is a common feature for data link use, whether or not IDRP is also being used. However, in either case, it is important to set the ISH PDU Holding Time parameter with due care to avoid sending unnecessary ISH PDUs. In doing so, it is necessary to understand the main purposes of the ISH PDU exchange:

The ISH PDU exchange is first used to negotiate the use or non-use of IDRP.

The initial ISH PDU exchange is also used to avoid any pre-defined relationship between NETs and DTE Addresses. This is believed essential if ATN Airborne and Air/Ground Routers are to operate over many different types of air/ground data links with differing addressing plans, including future networks whose characteristics may not even be known for some time.

The ISH PDU can also be used to provide a check on the “liveness” of the data link, if the data link does not provide this as a built-in feature i.e. if the data link service does not provide timely information on the loss of a communications path. Note that ISH PDUs are sent on a per data link basis and not on a per adjacency basis and such liveness tests are specific to an individual data link.

The Holding Time is a parameter to an ISH PDU that specifies the maximum time for which the receiving network entity can retain the configuration routing information contained in the PDU. When an ISH PDU is received, the receiving network entity should start a timer which expires after the indicated Holding Time has elapsed. That timer is then restarted whenever a further ISH PDU is received from the same sender. If the timer does expire, then the receiving Network Entity will purge routing information about the NET contained in the ISH PDU, from its routing tables. The route to the indicated NET will therefore cease to be available. ISH PDUs must thus be retransmitted at a rate that is typically half that of the Holding Time, in order to ensure that the receiving Network Entity’s routing information is up-to-date, and that routes are not lost through loss of a single ISH PDU.

When the procedures for the optional non-use of IDRP are employed, non-receipt of an ISH PDU within the expected time will additionally cause the downstream IDRP route to be withdrawn. When IDRP is being used, the same event will cause loss of communications between the adjacent BISs and, in consequence, the withdrawal of any routes advertised over the adjacency.

There are two factors involved in setting the ISH PDU Holding Time. The first is whether the underlying data link needs a “liveness” check. The second is the application requirement for notifying the using application, in a timely manner, of the loss of a communication path. Note that if a supported application requires a particularly rapid notification of the loss of a communications path then it may be necessary to have a regular exchange of ISH PDUs even when the data link also incorporates its own liveness check. That is if the data link’s liveness check is not frequent enough for such an application.

In most cases, Airborne and Air/Ground Routers will set the ISH PDU Holding Time to the largest possible value (i.e. 65534). This will avoid unnecessary ISH PDU exchanges and hence costs. Only when a priori it is known that a data link does not have a suitably frequent check on liveness for the supported applications, should a shorter time be used. In such cases, the actual value for the Holding Time must necessarily depend upon application requirements.

Airborne Router implementors should note that Air/Ground Routers are generally in a better position to know a priori whether a short Holding Time is required. Airborne Routers implementors may therefore consider a pragmatic strategy whereby the first ISH PDU sent over a newly established data link always has a large Holding Time value set and then, if an ISH PDU is subsequently received from an Air/Ground Router with a short Holding Time, that Holding Time is also adopted by the Airborne Router. That is, should an Airborne Router see an incoming ISH PDU with a short Holding Time, it should respond with an ISH PDU with the same Holding Time, and continue to use that short Holding Time on the same data link.

Implementors should also note that existing implementations of ISO 9542 were probably developed for the LAN environment and assume a low transmission cost and unreliable delivery. Such implementations will probably respond to an incoming ISH PDU from a previously unknown system with their own ISH PDU. Such behaviour is totally unnecessary on a reliable point-to-point data link and should be suppressed, if possible, in order to avoid the cost of transmission.

Support for Mobile Systems

Mobility and Routing Domains

The scaleability of an Internet is enhanced when Routing Domains near to each other are characterised by similar address prefixes. However, this is not an absolute requirement. Routing Domains can be adjacent, have totally dissimilar address prefixes and still interconnect successfully. Furthermore, with a dynamic routing protocol, such as IDRP, two Routing Domains need only to interconnect when they need to, and can both be active on the same network. The onward re-advertisement of routes can inform the rest of the ATN Internet about such a temporary connectivity while it exists, and the loss of connectivity when it occurs. A Routing Domain can thus temporarily join an Internet at one point of attachment, then disconnect and join the Internet at some other point, the only impact being in the efficiency of routing information distribution, and eventually on scaleability.

This property of the routing architecture and of IDRP, is exploited by the ATN to support Mobile Routing. 

In the ATN, the systems onboard an aircraft form a Routing Domain unique to that aircraft and characterised by one address prefix for ATSC systems, and another for AISC systems. As an aircraft proceeds on its route, it interconnects with ground based Routing Domains over the various air/ground networks; the actual network used and Routing Domain interconnected with are dependent on the aircraft’s actual position, and the airline’s routing policy. Routing Information is then exchanged between ground Routing Domains, using IDRP, so that all ground Routing Domains are aware of the current route to that aircraft. This is illustrated in � REF _Ref291645191 \* MERGEFORMAT �Figure 5-14�.

In this example, there are four ground based Routing Domains RD1 through to RD4. RD1, RD2 and RD3 all support air/ground datalinks, while RD4 depends on the other three for air/ground communications. The aircraft currently has communications over air/ground datalinks with both RD2 and RD3.

Using IDRP, both RD2 and RD3 advertise a route to the aircraft’s systems, to RD4. RD4 chooses between these two available routes using its own Routing Policy, which might, for example, favour the route through RD3. Similarly, the aircraft’s router must choose between the routes to RD4 offered by RD2 and RD3. It need not make the same choice as RD4.

As the aircraft continues on its journey, it may lose communication with RD3. For example, it goes out of range of the VHF datalink it was using to communicate with RD3. RD3 informs RD4 of this situation by issuing the appropriate IDRP protocol action to withdraw the route, and RD4 now changes to using the route offered by RD2, as it is now the only route to the aircraft. The aircraft’s router also recognises the loss of communication with RD3 and must now route all traffic via RD2.

Further on the journey, the aircraft comes into contact with an air/ground datalink offering communication with RD1. A datalink is established and routing information exchanged. RD1 now advertises the new route to the aircraft, to RD4. RD4 now once again has two routes to the aircraft and must make a choice between them using its local routing policy rules. It might, for example, now prefer the route through RD1, in which case all data to the aircraft is now routed via RD1. The router in the aircraft also goes through a similar decision process.

While the topology of the ATN ground environment is much more complex than the above example, this is essentially how mobile communications is implemented by the ATN.

Containing the Impact of Mobility

While the principles of mobile routing outlined in the previous section are straightforward they are not scaleable using the existing IDRP mechanisms associated with Route Aggregation and RDCs. The problem is that even if an aircraft is given an address prefix similar to the address prefixes that characterise the ground Routing Domains at the start of its journey, such a similarity is unlikely to be maintained for the duration of the flight. Route Aggregation possibilities are thus very limited.

Instead, an alternative mechanism has been developed to permit mobility within a scaleable Internet architecture, building on two concepts: the ATN Island, and the “Home” domain (see � REF _Ref292176498 \n �5.11.4� below). In addition, the ATN Addressing Plan specifies a common address prefix for all aircraft and, subordinate to that address prefix, specifies a unique address prefix for the aircraft belonging to each airline, and the General Aviation Aircraft of each country.
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Routing to Mobiles within an ATN Island

The ATN island exists for the exclusive purpose of supporting routing to mobiles. An ATN Island is simply an ATN region comprising a number of Routing Domains, some of which support air/ground datalinks. These Routing Domains form an RDC, as illustrated in � REF _Ref292010887 \* MERGEFORMAT �Figure 5-15�, and an ATN Island is essentially an RDC in which certain Routing Policy rules are followed. All ATN Routing Domains that have air/ground datalink are members of an ATN Island and, although most ATN Routing Domains which do not have air/ground datalink capability will also be members of ATN Islands, they do not have to be and can still have access to routes to aircraft if they are not a member of an ATN Island RDC. Routes to destinations in ground based Routing Domains will be exchanged by ATN Routing Domains, both within an Island and between Islands. However, this is outside of the context of the ATN Island. 

Within each ATN Island, at least one Routing Domain forms the Island’s backbone. This may be only one RD or may actually be an RDC comprising all backbone Routing Domains in the same ATN Island.

Within the ATN Island, the Backbone RDC provides a default route to all aircraft, as illustrated in � REF _Ref291645191 \* MERGEFORMAT �Figure 5-14�, this is advertised to all other Routing Domains within the Island as a route to the common address prefix for all aircraft.

Routing Domains with routes to aircraft then have a simple routing policy rule to determine to which adjacent Routing Domain they must advertise such a route�. This is the Routing Domain currently advertising the preferred route to all aircraft. This will be a backbone Routing Domain (or a Routing Domain that provides a route to the backbone). Either way the impact of such a policy rule is that the Backbone RDC is always informed about routes to all aircraft currently reachable via datalinks available to the Island’s Routing Domains, and can thus act as default route providers for packets addressed to airborne systems.

� EMBED CDraw  ���

Figure � STYLEREF 1 \n �5�-� SEQ Figure \* ARABIC �15� Mobile Routing Within an ATN Island

Routing Domains off the backbone also have a simple routing decision to make when they need to route a packet to a given aircraft. It is routed along the explicit route to the aircraft if it is known by them, or on the default route to all aircraft via the backbone. Routing with IDRP always prefers routes with the longest matching address prefix. Since the default route to all aircraft is always a shorter prefix of that for an explicit route to an aircraft, the explicit route to an aircraft will be preferred (since it will always have a longer matching address prefix). This routing strategy happens automatically without any special provisions.

The example above is not the only policy rule that can apply to routes to aircraft. Routes to aircraft can be advertised to any other Routing Domain within the Island, provided that a policy rule is set up to allow this. This may be because there is a known communication requirement which makes bypassing the backbone desirable, or because it is desirable to provide a second (hot standby) route to aircraft from the backbone. The architecture accommodates these requirements. The only limitation on this is that imposed by the overhead of supporting routes to mobiles (see � REF _Ref291649744 \n �5.11.6� below).

Within the Backbone RDC, all Routing Domains must exchange all routes to aircraft, which are advertised to them, they are then able to act as default routers to any aircraft currently in communication with the ATN Island. However, because the backbone routers need to know routes to all such aircraft, their capacity places a limit on the number of aircraft that can be handled by an ATN Island and hence on the effective size of the Island.

The ATN Island is only the first part of achieving a scaleable routing architecture for mobile routing. Its true benefit is to focus the overhead of handling the potentially large number of routes to aircraft on a few specialised routers in the backbone. Off the backbone, a Routing Domain with an air/ground datalink needs only the capacity to handle the aircraft supported by its datalink, and there is a similar impact on Routing Domains that are Transit Routing Domains providing a route between the backbone and an air/ground datalink equipped Routing Domain. For all other Routing Domains on the Island, there is no impact on routing overhead due to aircraft.

In the absence of a backbone, all routers within the Island would need to be explicitly informed with a separate route to each aircraft, if they were to be able to route to any aircraft currently in contact with the Island. This is because there is very little probability of route aggregation with routes to aircraft. 

Routing to Mobiles between ATN Islands

ATN Islands can be set up such that their geographical spread matches Air Traffic Control communication requirements and, for ATC purposes, there may not be a requirement to provide inter-Island communications in respect of aircraft. However, airline operational requirements are perceived to require this, and hence the mobile routing concept is developed to provide a greater level of scaleability.

The mechanism used to achieve this derives from the concept of the “Home” domain.

Aircraft for which inter-Island communications are required must have a “Home” domain, which is a Routing Domain in an ATN Island’s backbone. This “home” need not be in either the ATN Island through which the aircraft is currently reachable, or in the ATN Island with which communication is required. The role of the “Home” domain is to advertise a default route to all the aircraft belonging to an airline, or the General Aviation aircraft of a given country of registration. This default route is advertised to all other ATN Island’s backbone routers.

The operation of the “Home” domain is illustrated in � REF _Ref294319095 \* MERGEFORMAT �Figure 5-16�. In this example, ATN1 is the ATN Island acting as the “Home” for all aircraft belonging to the same airline as the aircraft illustrated as currently reachable via ATN4. ATN1 advertises the default route to all such aircraft to all Islands in which it is in contact and, depending on local policy this route may be re-advertised to other Islands. In the figure, ATN3 re-advertises the default route on to ATN4.

The backbone routers of an ATN Island have a simple policy rule to implement for each explicit route to an aircraft that they have available. If a default route to all the aircraft in the aircraft’s airline or country of registration exists� then the actual route to the aircraft is advertised to the Routing Domain advertising that default route. Otherwise, the explicit route is not advertised outside of the Island. In � REF _Ref294319095 \* MERGEFORMAT �Figure 5-16�, the route to the aircraft is first advertised by ATN4 to ATN3 and then re-advertised to ATN1. In each case, the same policy rule is applied.

The impact of this rule is that the “Home” is always kept aware of routes to all of “its” aircraft. As it is also providing the default route to such aircraft, routers on other ATN Islands (e.g. ATN2) that have packets to route to one of that “Home’s” aircraft will by default send those packets to the “Home” Routing Domain (ATN1), where the actual route to the aircraft is known, and thus the packet can be successfully routed to the destination aircraft (via ATN3 and ATN4).
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In the above example, this is clearly non-optimal as ATN4 can be reached directly from ATN2. However, the loss of optimal routing is acceptable as, otherwise a scaleable architecture could not have been developed. 

The impact of this strategy on routing overhead, is that an ATN Island backbone has to be capable of handling routes to all aircraft currently in contact with the Island, and all aircraft for which it is the “Home”. 

However, this capacity handling requirement is independent of the total number of ATN Islands or the total number of aircraft. It is thus possible to add more ATN Islands, or aircraft belonging to airlines whose “Homes” are on other Islands, without affecting the capacity of an ATN island backbone (relating to the number of routes to aircraft). The routing architecture thus allows for a much larger number of mobile systems than that permitted by a single ATN Island.

Impact on Air/Ground Datalinks

A final limiting factor on the ATN is the capacity of the air/ground datalinks. At present, these are low bandwidth communications channels and only the minimum routing information can be transferred over them.

IDRP is potentially an ideal protocol for this environment. Techniques such as RDCs and Route Aggregation can be used to minimise the information contained in each route. Furthermore, two or more routes to the same destination that differ only in security parameters, or service quality metrics, can be combined together into a single message keeping the actual information exchanged to a bare minimum.

In addition, IDRP is a connection mode protocol and, as such, once a route has been advertised between a pair of Boundary Intermediate Systems it does not have to be retransmitted during the lifetime of the connection. A BIS-BIS connection is kept alive by the regular exchange of small “keepalive” packets, and once routing information has been exchanged it remains valid for the lifetime of the connection without having to be retransmitted.

The ATN uses these properties of IDRP to keep the transfer of routing information over an air/ground datalink to a minimum. When the datalink is first established, the airborne router will advertise a route to internal destinations for each combination of traffic (security) type and QoS metric supported. These routes will be combined into a single protocol message and downlinked for onward distribution through the ground ATN.

The ground router will also uplink routes to the aircraft and to keep the information down to a minimum, a further RDC is defined, comprising all ground ATN Routing Domains. This RDC, the “ATN Fixed RDC” ensures that for each uplinked route, the path information is collapsed to a single identifier, that for the ATN Fixed RDC. 

The actual routes uplinked are subject to the policy of the ground router’s Routing Domain. However, it is anticipated that routes will be provided to at least:

the local Routing Domain (typically that providing Air Traffic Services), and

the ATN as a whole,

in addition to other routes as determined by local policy.

The airborne router will then be able to choose between the alternative routes (via different) ground routers to these destinations.

The Impact of Routing Updates

As indicated in the previous section, a scaleable routing architecture can be developed in support of mobile routing. It is now necessary to consider the factors that limit the number of routes to aircraft that an ATN Router can handle.

Each route known to a router occupies a certain amount of data storage and, while data store can be a limiting factor on the total number of routes handled, it is unlikely to be so in this case. The number of route updates that a router can handle is more than likely to be the limiting factor.

In the ground environment, route updates will usually only occur when changes occur in the local region of the Internet (changes further away are hidden by route aggregation). Typically the introduction of a new Routing Domain or interconnection, or the removal or loss of one of these will cause a change. However, the frequency of update is unlikely to be high.

However, with mobiles, such as aircraft, the situation is very different. Aircraft are constantly on the move, changing their point of attachment to the ATN, and hence generating routing updates. The impact of these updates needs to be minimised if the number of aircraft that can be handled by an ATN Island is to be maximised, and an important and useful feature of IDRP can be exploited in order to help meet this objective.

“Hold Down” Timer Use

Vector distant routing protocols, such as IDRP, typically implement a “hold down” timer, which introduces a minimum delay between the receipt of a route and its re-advertisement. This timer is used to avoid instability due to frequent route changes, and the actual value of the timer is then usually a trade-off between a short timeout to give rapid response and a long timer to keep down routing overhead and minimise instability. 

However, under IDRP, routing events that indicate a major change (i.e. new route or loss of a route) are not subject to a hold down timer, only those that report a minor change to an existing route are subject to a hold down timer. This means that IDRP is very responsive to connectivity changes while avoiding instability due to minor changes. For example, consider a simple extension to the previous example, illustrated in � REF _Ref291664890 \* MERGEFORMAT �Figure 5-17�.

In this example, RD4 provides a route to the aircraft, to RD5. When the aircraft loses contact with RD3, RD4 is immediately informed, as there is an effective zero length hold down timer for withdrawn routes. However, while RD4 recognises this event and switches to the route provided by RD2, it does not necessarily inform RD5 of this now minor change to the route immediately (the route still exists, only the detail of the path is different), and anyway, the update must be sent not less than the period minRouteAdvertisementInterval since any previous update. In this example, it should be noted that the minor change will not affect RD5’s routing decision, as it has no alternatives available.

Sometime later, the aircraft comes into contact with RD1. RD4 is immediately informed as this is a new route. However, even if RD4 switches to this new route, it does not inform RD5 of the change until the minRouteAdvertisementInterval has again expired.

This has important implications for the design of an ATN Island. If an Island’s air/ground datalinks are all connected to Routing Domains which are themselves adjacent to the Backbone RDC, all connectivity changes will be immediately reported to the Backbone giving a high route update rate. On the other hand, if there are intermediate Routing Domains between the backbone and the Routing Domains connected to air/ground datalinks, then the update frequency can be significantly reduced, without affecting the responsiveness to real connectivity changes.
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This is an important benefit derived from using IDRP to support mobile routing compared with, for example, a directory based approach to mobile routing. Under a directory based approach, there would be a central directory server on each ATN Island (c.f. the Backbone), updates on the position of aircraft would be sent direct to the directory, and other routers would consult the directory in order to determine the current location of a specific aircraft. In terms of overhead, this situation is analogous to an ATN Backbone Routing Domain directly connected to each Island Routing Domain with air/ground datalink capability, and the directory has to be able to take the full update rate. IDRP can, however, distribute the update load throughout the ATN Island.

Routes advertised to an aircraft’s “Home” are also affected by the hold down timer and, in this case, RDCs and the Hold Timer work together to keep the routing overhead to an absolute minimum. 

As an ATN Island is an RDC, routes advertised to other Islands have their path information for the transit through the RDC replaced by a single RDC identifier, and therefore, in many cases, changes in the route will not even be visible to another ATN Island. When changes are visible (e.g. a change in hop count or QoS metric), and such changes can be kept to a minimum by careful network design, then the Hold Timer limits the rate at which such changes can be advertised and prevents minor changes which are also short lived, being exported outside of the Island.

Results from simulation work have shown that the “ideal” setting for the minRouteAdvertisementInternval is approximately one minute. Furthermore, complex topologies for the ATN Island Backbone should be avoided as they significantly increase the convergence time. Typically, an ATN Island Backbone should consist of a small number of routers linked as a chain with ring shaped topologies avoided.

Failure Modes

In the pure ground-ground environment, loss of a router or a communications path can be readily recovered from provided an alternative route exists and routing policy permits its use. However, the situation is not so straightforward with the policy rules that support mobile routing. The ATN Mobile Routing Concept depends upon two default route providers, the Island Backbone and the “Home”. Failure of either of these or loss of access to them will impact mobile routing.

Loss of the “Home”

Loss of the “Home” may come about from either the loss of the Routing Domain advertising a route to the “Home” for a given set of aircraft, or the loss of the communications path to it. The consequence of either failure is clear: the affected aircraft are now only reachable from systems on the ATN Island to which they are currently adjacent.

In practice, there should not be a single point of failure related to the “Home” Routing Domain. A Routing Domain may comprise many BISs, each of which may advertise the route to the “Home”. Only loss of all of these BISs will result in the complete loss of the route to the “Home”. Furthermore, there may be many communications paths, using different network technologies, linking two adjacent Routing Domains. Such concurrent links may be between the same pair of BISs, or between different pairs. Only if all such links are lost, will total loss of communications occur.

Therefore, it will always be possible to design a network topology that will avoid the loss of the “Home” being due to any single failure, and which can ensure that the probability of loss of the “Home” is kept within acceptable limits. Where inter-Island communications are required in support of air safety, then the design of the Inter-Island ATN topology must be supported by an appropriate failure mode analysis to ensure that safety limits are maintained.

Failure of an ATN Island Backbone

Failure of an ATN Island may also result from the failure of the Routing Domain(s) that comprise an Island’s Backbone, or of communications paths with an Island’s backbone. The consequence of such a failure is that the aircraft currently adjacent to the Island are only reachable from the Routing Domains supporting air/ground datalinks with those aircraft, and any other Routing Domains on the Island to which routing information to those aircraft is advertised according to explicit policy rules.

For similar reasons to those already detailed in � REF _Ref291909485 \n �5.11.7.1�, there is no need for loss of an Island Backbone to be due to a single point of failure, and an appropriate network design should be developed for each ATN Island to ensure that the probability of the loss of the backbone is within acceptable limits.

Optional non-Use of IDRP

Simple networks can often avoid dynamic routing mechanisms in favour of statically defined routing tables, initialised by a System Manager. However, even in the early ATN, the existence of Mobile Systems does not permit the general use of static routing techniques. Aircraft may join and leave the air/ground subnetwork(s) at any time and this dynamic behaviour must be recognised by the routers and reflected in the routing tables. Some dynamic adaptive routing protocol is needed to support this requirement. IDRP is specified for this purpose. However, implementing IDRP functionality on an airborne router may not be practicable in the early stages of ATN implementation.

An alternative approach is possible using provisions in the ISO 9542 ES-IS protocol. An exchange of Intermediate System Hello (ISH) PDUs is already required as part of the route initiation process, and, in a limited topology, an exchange of ISH PDUs can be sufficient to provide the exchange of dynamic routing information necessary to support mobile routing. Furthermore, a regular exchange of ISH PDUs (part of the normal operation of ISO 9542) can be used to keep the link between ground and airborne routes “live” in the absence of IDRP.

Such a use of the ISH PDUs depends upon an assumed relationship between the Network Entity Title (NET) of each router - which is essentially the router’s address - and the NSAP Addresses in the ground and airborne End Systems. The NET is exchanged as part of the ISH PDU. When the Air/Ground router receives an ISH PDU from an airborne router, it may infer from the ATN Addressing Plan the common NSAP address prefix of all NSAPs onboard that aircraft. This being the first eleven octets of the NET. This NSAP Address Prefix may then be used as the destination of a route to the NSAPs onboard that aircraft and the route entered into the ground router’s Forwarding Information Base. It is then possible for the ground End Systems to send data to airborne End Systems on that aircraft.

The same process may also take place on the Airborne Router, on the receipt of an ISH PDU from the Air/Ground router, enabling airborne End Systems to send data to ground End Systems. The routing information remains current until either a regular exchange of ISH PDUs ceases, or the subnetwork connection is cleared, when the ground and airborne routers remove the associated routes from their forwarding information bases.

The architecture of a ground router implementing such functionality is illustrated in � REF _Ref338128971 \* MERGEFORMAT �Figure 5-18�. The architecture is straightforward enough with the ES-IS protocol active on both subnetworks. Both protocol entities update the Forwarding Information Base (FIB) which is, in turn, used by the Forwarding process to route packets.

As the ISH PDU mechanism is also used for route initiation in the full ATN, some convention for distinguishing between its use in this scenario and in the full ATN is necessary. This can be readily achieved by addressing conventions. A non-zero value in the NET’s “SEL” field (254 decimal) is used to signal use of the above procedures.

Routing information learnt in this way by the Air/Ground Router may then be disseminated throughout the ATN Ground Environment using normal IDRP procedures.
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Routing Policies in Support of Mobile Routing

No special features of IDRP are required to implement the mobile routing strategy described above, other than the ATN specific use of the Security Path Attribute. Instead a prescribed set of Routing Policies are used to provide this functionality. These rules are fully specified in section 5.7.3 of the ATN Internet SARPs, and it should be noted that different sets of rules apply to ATN Routers in different roles. This section attempts to illustrate the application of those rules by describing an example network of routers and discussing the application of the rules to this example network.

� REF _Ref366482699 \* MERGEFORMAT �Figure 5-19� below defines the example Routing Architecture scenario that has been used as the basis for the guidance provided in this section.

The following are the key components of the example network:

The scenario defines at the highest level the “Fixed ATN RDC” which the SARPs define to comprise of all fixed ATN RDs; 

Within the Fixed ATN RDC are defined four organisational RDCs�:

an RDC for State “A”;

an RDC for State “B”,;

an RDC for an International Aeronautical Communications Service Provider (IACSP); and

an RDC for an airline (airline “A”). 
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The scenario additionally defines a Mobile RD (RD1) belonging to airline “A” that is currently connected with two RDs (RDs 2 & 3) within the State A RDC.

The connectivity between the RDs is illustrated in � REF _Ref366483354 \* MERGEFORMAT �Figure 5-20�.

The Following RDCs are defined:

State A RDC

The State A RDC comprises three RDs (RD2, RD3 and RD4). 

The State A RDC includes a Backbone RDC that comprises RDs 3 & 4 and a TRD (RD2) off the Backbone.

State B RDC

The State B RDC comprises two RDs (RD6 and RD7). 

One RD (RD7) is the only member of the State B Backbone RDC.

IACSP RDC

The IACSP RDC comprises one RD (RD5) which is the only member of the IACSP RDCs Backbone RDC. 

Airline RDC

The Airline A RDC comprises three RDs (RD8, RD9 and RD10). 

The Backbone RDC comprises on RD (RD8). 

RD9 is a TRD and is designated as the “Home RD” for the airline. 

RD10 is defined to be an ERD.
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Mobile RD

RD1 is a Mobile RD belonging to Airline A.

Global ATN Backbone

The “Global ATN Backbone” comprises all RDs that are members of the Backbone RDCs of each of the 4 organisational RDCs i.e. RDs 3, 4, 5, 7 & 8.

It should be noted that an overriding requirement in the SARPs is that all Routers within the same RD are required to implement the same Routing Policy. With respect to the Routing Policy rules defined in the SARPs, and explained in the following sections, it should be noted that rules have only been defined in support of air/ground routing. Routing Policy rules for ground/ground routing have been considered to be a local matter and are therefore outside the scope of the SARPs.

�Table � STYLEREF 1 \n �5�-� SEQ Table \* ARABIC �2� Routing Policy Requirements for Members of an ATN Island Backbone RDC (SARPs Ref. 5.3.7.2)

SARPs Reference�Category�Description�Applicable RDs from Scenario�Example��5.3.7.1.2�Adjacent ATN RD’s within the ATN Island Backbone RDC�The policy requirements are applicable to the exchange of routing information between adjacent routing domains both of which are members of the ATN Island Backbone RDC.�RD3(RD4

RD4(RD3�Each Router in RD3 is required to advertise the following routes to each adjacent Router in RD4:

a route to NSAPs & NETs contained within RD3;

the selected Route to every Mobile for which a route is available i.e. either direct to the mobile RD1 from RD3 or a route via RD2 to the mobile RD1;

the selected route to every Fixed ATN RD in the same Island i.e. a Route to RD2.��5.3.7.1.3�All other ATN RDs within the ATN Island�The policy requirements are applicable to the advertisement of routing information from an RD that is a member of an ATN Island Backbone RDC and an RD that is not a member of the ATN Island RDC but belongs to the same ATN Island.�RD3 ( RD2

RD7(RD6

RD8(RD9

�In this case RD8 will advertise Routes to RD9:

a route to NSAPs & NETs contained within RD8;

the selected Route to every Fixed ATN RD in the same ATN Island for which a Route is available (not applicable in this example);

a Route to all Mobile RDs thereby providing a default Route to all Mobiles;

a Route to each Mobile RD (i.e. to Mobile RD1) for which the adjacent RD (RD9) is advertising a Route to the Mobile RDs Home.��5.3.7.1.4�Mobile RDs�The policy requirements are applicable to the advertisement of routing information between a Router in an RD that is a member of an ATN Island Backbone RDC and a Router in an adjacent Mobile RD.�RD3(RD1

�In this case RD3 will advertise to the Mobile RD1;

a Route to NSAPs & NETs contained within RD3.

The SARPs additionally recommend that RD3 should advertise to the Mobile RD1:

an aggregated Route to NSAPs & NETs contained within the State A RDC (i.e. the local RDC) and;

an aggregated Route to NSAPs & NETs contained within the State B RDC, the IACSP RDC and the Airline RDC (i.e. all other Island RDCs for which a Route is available).

��5.3.7.1.5�ATN RDs in other ATN Islands�The policy requirements are applicable to the advertisement of routing information by a Router in an RD that is a member of an ATN Island Backbone RDC and a Router in a RD that belongs an adjacent ATN Island Backbone RDC.�RD4(RD5

RD4(RD8

RD4(RD7

RD5(RD4

RD5(RD8

RD5(RD7

RD7(RD4

RD7(RD5

RD7(RD8

RD8(RD4

RD8(RD5

RD8(RD7�For example RD8 will advertise the following Routes to all adjacent Routers (RD4, RD5, RD7) in adjacent Island Backbone RDCs:

an aggregated Route to NSAPs and NETs contained within the Airline RDC;

a Route to all Mobile RDs assigned to Airline A since the Home RD (RD9) belongs to the same Island as RD8;

a Route to each Mobile RD for which the adjacent RDs are advertising a route to the Mobile RD’s Home (not applicable in this example). However, RD4 would advertise a Route to Mobile RD1 to RD8 since RD8 would be advertising a Route to the Home for the Mobile RD1.

a Route to each Mobile RD for which there is no home (not applicable in this example). However, if a Mobile RD was connected to either RD8, RD9 or RD 10 then RD8 would advertise this route to RDs 4, 5 & 7.���Table � STYLEREF 1 \n �5�-� SEQ Table \* ARABIC �3� Routing Policy Requirements for a Mobile RD (SARPs Ref. 5.3.7.2)

SARPs Reference�Category�Description�Applicable RDs from Scenario�Example��5.3.7.2.1�Mobile RD�The policy requirements relate to the advertisement of routing information between a Router in a Mobile RD and all ground Router (irrespective of whether or not they belong to one or more RDs) to which it is connected.�RD1(RD2

RD1(RD3�For example the Mobile RD1 will advertise to RDs 2 & 3 a Route to NSAPs and NETs contained within mobile RD1.���Table � STYLEREF 1 \n �5�-� SEQ Table \* ARABIC �4� Routing Policy Requirements for an ATN TRD that is not a member of the ATN Island Backbone RDC (SARPs Ref. 5.3.7.3)

SARPs Reference�Category�Description�Applicable RDs from Scenario�Example��5.3.7.3.2�Adjacent ATN RDs that are members of the ATN Island’s Backbone RDC�The policy requirements are applicable to the advertisement of routing information from Routers in a TRD that do not belong to the ATN Islands Backbone RDC to adjacent Routers that are members of the ATN Island’s Backbone RDC.�RD6(RD7

RD2(RD3

RD9(RD8�For example RD9 (TRD) will advertise to RD8:

a Route to NSAPs & NETs contained within RD9;

the selected Route to every Mobile RD for which a Route is available (not applicable in this example). However, the rule is applicable to RD2 which would advertise to RD3 a Route to Mobile RD1.

the selected Route to every Fixed ATN RD in the Airline Island i.e. a Route to RD10;

a Route to each Home that the TRD itself (i.e. RD9) provides for Mobile RDs (e.g. for Mobile RD1).��5.3.7.3.3�Adjacent ATN RDs within the same ATN Island and which are not members of the ATN Island’s Backbone RDC�The policy requirements are applicable to the advertisement of routing information from routers in a TRD that do not belong to the ATN Islands Backbone to a router in an adjacent RD which also does not belong to the ATN Islands Backbone.�RD9(RD10

�In this example RD9 would advertise to RD10:

a Route to NSAPs and NETs contained within RD9;

the selected Route to every Fixed RD in the Airline Island for which a Route is available i.e. a Route to RD8;

if RD9 is currently advertising the preferred Route to all Mobile RDs (which is must be since there is no alternative available) then every known Route to a Mobile is advertised to RD10 from RD9;

the preferred Route to all Mobiles i.e. via RD8;

a Route to each Mobile RD for which RD10 is advertising the preferred Route to the Mobile RDs Home (not applicable in this example);

a Route to the Home of all Mobile RDs assigned to Airline A since RD9 is the Home RD for Airline A.��5.3.7.3.4�Mobile RDs�The policy requirements are applicable to the routes advertised by a Fixed TRD which is not a member of its Islands Backbone to an adjacent Mobile RD.�RD2(RD1

�In this case RD2 will advertise to the Mobile RD1;

a Route to NSAPs & NETs contained within RD2.

The SARPs additionally recommend that RD2 should advertise to the Mobile RD1:

an aggregated Route to NSAPs & NETs contained within the State A RDC (i.e. the local RDC) and;

an aggregated Route to NSAPs & NETs contained within the State B RDC, the IACSP RDC and the Airline RDC (i.e. all other Island RDCs for which a Route is available).���Table � STYLEREF 1 \n �5�-� SEQ Table \* ARABIC �5� The Routing Policy for a Fixed ATN ERD (SARPs Ref. 5.3.7.4)

SARPs Reference�Category�Description�Applicable RDs from Scenario�Example��5.3.7.4.1�Fixed ATN ERD�The policy requirements are applicable to the routes advertised by a Fixed ERD to adjacent RDs to which it is connected.�RD10(RD9�For example RD 10 will advertise to RD9 a Route to NSAPs and NETs contained within RD10.���

Table � STYLEREF 1 \n �5�-� SEQ Table \* ARABIC �6� RD Matrix

To�From�RD1

Mobile RD�RD2

Fixed TRD off Backbone�RD3

Fixed RD on Backbone�RD4

Fixed RD on Backbone�RD5

Fixed RD on Backbone�RD6

Fixed TRD off Backbone�RD7

Fixed RD on Backbone�RD8

Fixed RD on Backbone�RD9

Fixed TRD off Backbone�RD10

Fixed ERD off Backbone��RD1

Mobile RD��5.3.7.3.4�5.3.7.1.4���������RD2

Fixed TRD off Backbone�5.3.7.2.1��5.3.7.1.3���������RD3

Fixed RD on Backbone�5.3.7.2.1�5.3.7.3.2��5.3.7.1.2��������RD4

Fixed RD on Backbone���5.3.7.1.2��5.3.7.1.5��5.3.7.1.5�5.3.7.1.5����RD5

Fixed RD on Backbone����5.3.7.1.5��5.3.7.1.5�5.3.7.1.5�5.3.7.1.5����RD6

Fixed TRD off Backbone�������5.3.7.1.3�����RD7

Fixed RD on Backbone����5.3.7.1.5�5.3.7.1.5�5.3.7.3.2��5.3.7.1.5����RD8

Fixed RD on Backbone����5.3.7.1.5�5.3.7.1.5��5.3.7.1.5��5.3.7.3.2���RD9

Fixed TRD off Backbone��������5.3.7.1.3��5.3.7.4.1��RD10

Fixed ERD off Backbone���������5.3.7.3.3���







� A route to an aircraft is readily identifiable from the destination address prefix, as all address prefixes that characterise an aircraft Routing Domain descend from a unique address prefix.

� Such a route is generated by the “Home” Domain , and is readily identifiable from the destination address prefix, as all address prefixes that characterise an aircraft belonging to the same airline descend from a unique address prefix.

� The term “RDC” is synonymous with the term “ATN Island”.
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