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SUMMARY

This paper describes the EUROCONTROL funded development of the NLR “FLexible Airborne ATN System” FLAAS, a prototyping and research platform aiming at supporting the introduction of ATN-based datalink communications.

Information is given on the background and objectives of the FLAAS development, on its architecture, its participation in end-to-end integration and trials activities, as well as on its envisaged future.
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ANNEX A
FLAAS Pilot HMI (SCDU) Display

 List of Acronyms

ACARS
Aircraft Communications, Addressing, and Reporting System

ACL
ATC Clearances

ACM
ATC Communications Management

ADS
Automatic Dependent Surveillance

AOC
Aeronautical Operational Control

API
Application Programming Interface

APR
Aircraft Position Reporting

ASI
Abstract Service Interface

ATC
Air Traffic Control

ATC
Air Traffic Control Centre

ATM
Air Traffic Management

ATN
Aeronautical Telecommunication Network

ATSU
Air Traffic Service Unit

CAUTRA
Coordinateur AUtomatique du TRafic Aérien

CC
Control Component

CPDLC
Controller-Pilot Data Link Communications

CENA
Centre d'Études de la Navigation Aérienne

CM
Context Management

COTRAC
Common Trajectory Co-ordination

CSC
Co-ordination Service Component

DERA
Defence Evaluation and Research Agency 

DLIC
Data Link Initiation Capability

DYNAV
Dynamic Route Availability

DSC
DownStream Clearance

ECAC
European Civil Aviation Conference

EOLIA
European pre-Operational data LInk Applications

FDPS
Flight Data Processing System

FLAAS
FLexible Airborne ATN System

FLAG
FLexible ATN Ground System

GACS
Generic ATN Communication Service

HMI
Human Machine Interface

MADAP
Maastricht Automatic Data Processing and Display system

MUAC
Maastricht Upper Area Control Centre

NARSIM
NLR ATC Research Simulator

NATS
National Air Traffic Services Ltd 

NLR
Dutch National Aerospace Laboratory

ODIAC
Operational Development of Integrated Surveillance and A/G Data Communications

PETAL IIe
Preliminary EUROCONTROL Test of Air/ground data Link, Phase II, Extension

ProATN
Prototype ATN

PSF
PETAL Service Functions

RFMS
(NLR) Research Flight Management System

SCDU
(NLR) “Soft” Control and Display Unit

SITA
Société Internationale de Télécommunications Aéronautiques

STNA
Service Technique de la Navigation Aérienne

TAR
Trials ATN Router

TES
Trials End System

TTS
Trials Transport Service

1 Introduction

Within the scope of the “European Pre-operational Datalink Applications” (EOLIA) project, EUROCONTROL funded, amongst others, several tasks which resulted - or in the very near term will result - in PETAL IIe compatible ground and airborne systems. With respect to the ground systems, these are the CENA/STNA/Sofréavia, Airsys-ATM, NATS and NLR EOLIA ground systems, all interfacing with their individual “front-end” systems, ie. the respective Controller Working Positions/HMI and Flight Data Processing Systems. 

The airborne system is the NLR “Flexible Airborne ATN System” (FLAAS) as primarily being set-up to operate either in “grounded-mode” within the NLR laboratory environment or integrated in the NLR Cessna Citation II research aircraft. This paper gives information on the background, objectives and scope of the FLAAS development, on its architecture and its participation in end-to-end integration and trials activities, as well as on its envisaged future. 

In order to introduce the context of the FLAAS development, the “Background” section describes the concept of “datalink services” based on the services deployed within the EOLIA framework. At the same time, the EOLIA airborne platform is shortly introduced along with some motivations for the establishment of FLAAS arising from the experiences gained with the EOLIA airborne platform.

The overall motivation for the FLAAS development is then described in section “FLAAS Objectives and Scope”.

Based on the introduction of a “datalink server” as done in section 2, the FLAAS architecture is sketched in the then following section. This includes a description of the used ATN implementation, as well as of the airborne “front-end” systems.

Section “FLAAS End2End Integration Activities and Trials”, in turn, summarises the use of FLAAS in the context of activities either completed recently or due to be performed in the very near future.

Finally, this information paper closes with an outlook on the envisaged FLAAS future together with some concluding remarks.
Background

1.1 ATN Datalink Server

At its core, an “ATN Datalink Server” implements datalink services such as those deployed within the EOLIA or the PETAL IIe project. Similar to PETAL IIe, the EOLIA datalink services are based on the EUROCONTROL ODIAC task force definitions of European operational requirements for the introduction of air/ground data communications for Air Traffic Management in the ECAC area (2000-2005 time period). These datalink services, on their turn, are compliant with the guidance material contained in the "ICAO Manual of Air Traffic Services Data Link Applications", along with well-defined deviations where appropriate. The typical list of datalink services as developed and evaluated by EOLIA comprise: 

· DLIC - DataLink Initiation Capability;

· ACM - ATC Communication Management;

· ACL - ATC CLearance;

· DSC - DownStream Clearance;

· FLIPCY - FLight Plan ConsistencY;

· APR - Aircraft Position Reporting.

In short, this set of datalink services enables the mandatory exchange and update of application address information concerning the given set of services (DLIC), facilitates the display of the traffic situation for areas outside radar coverage through aircraft position reporting, whilst providing automated assistance in requesting and delivering flight information to the aircraft (APR), and enables automatic detection of inconsistencies between the ATC and aircraft held flight plans (FLIPCY).

In addition, the listed services allow for semi-automated transfer of voice and data communication between sectors and centres (ACM), as well as for the provision of assistance to the controller and pilot for delivering and requesting clearances for both the current and downstream authorities (ACL, DSC). 

Figure 2‑1 depicts the general architecture of the EOLIA Datalink Server which is made up of the so-called EOLIA “service layer” and its interfaces with the ATN application layer and with the respective “front-end” systems. The figure also illustrates the relationship between the specific service modules, being either “co-ordination service components” (CSC) or “control components” (CC),  with the ATN applications as defined in the ATN SARPs.
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Figure 2‑1 : EOLIA Datalink Server Architecture

From an over-all perspective, with the implementation of datalink services at its core, the high-level requirements for any ATN datalink server comprise:

· Interfacing with ATN Upper Layer Stack:

· Accommodating ATN application primitives and data structures.

· Meeting ATN Application SARPs user requirements.

· Ensuring operational (and technical) end2end interoperability through:

· Implementation of datalink services as defined by ADSP/ODIAC;

· Guaranteeing unambiguous CPDLC message exchange and sequencing; 

· Definition of timer settings in order to guarantee that reaction to timer expirations within the air and ground systems are aligned with each other;

· Formalisation of pre-formatted free text messages for message requirements not satisfied by CNS/ATM-1 package.

· Interfacing with the individual “front-end” systems.

· Pilot HMI on the airborne side, and Controller Working Positions on the ground side;

· Flight Management Systems (FMS) on the airborne side, and Flight Data Processing Systems (FDPS) on the ground side.

As far as the interfacing with the individual “front-end” systems is concerned, the EOLIA ground datalink server exhibits at its upper interface a generic interface allowing each EOLIA ground partner to accordingly interface with their individual Controller Working Positions and Flight Data Processing Systems.

1.2 EOLIA Airborne Platform

Within the EOLIA project, the air/ground ATC data link services as described in the previous section had been demonstrated and evaluated using in total four ground sites and two airborne sites (Aérospatiale Airbus 340 simulator and NLR Cessna Citation II experimental aircraft).

Both airborne sites were equipped with the same hardware, the Aérospatiale “Air Traffic Services Unit” (ATSU). In line with the approach as being adopted by Aérospatiale for their AIM-FANS programme, the EOLIA airborne software development process was based on a four-step approach comprising different hardware platforms. Although this approach is undoubtedly required to build certifiable software for commercial purposes, within the EOLIA project this approach led to a rather inflexible and time-consuming airborne software development and integration process, including the integration with the underlying ProATN infrastructure. 

In consequence, the approach appeared not to be suitable for projects aiming at flexible and quick development, demonstration and evaluation of ATN datalink services. This was underlined through the on-going evolution of ATN implementations and datalink service definitions and the difficulties in accordingly adapting existing implementations in due time. In general, it was felt that, despite the necessary move towards the development of commercial ATN airborne equipment, there was still much space and need for prototypical and experimental airborne implementations. 

In fact, it became obvious that the central ODIAC statement is very much true in that air/ground data communications constitute a very complex system involving end-to-end interactions of humans and systems. Many operational and technical questions would still need to be answered before contemplating full operations. Implementation on the basis of the ODIAC definitions were to be considered as a step towards gaining experience in progressing to an operational system, validating and/or updating the requirements as a result. The results of validation exercises, trials and practical experience would have to be taken into account to review the current approaches taken.

FLAAS Objectives and Scope

In response to the continued need for prototypical and experimental airborne ATN implementations in support of ATN related research, the FLAAS system is being developed by NLR to provide for rapid prototyping of airborne ATN datalink services including a representative pilot HMI and interaction with Flight Management Systems.

As being a quick-prototyping platform, FLAAS aims at:

· The development of and research on new and existing ATM datalink services (PETAL IIe, ODIAC, Link 2000+), allowing ATN implementations such as PETAL-IIe to start early and comprehensive end-to-end testing and initial service evaluation before commercially developed airborne products are available;

· Supporting the transition of ACARS based AOC applications to ATN;

· Enabling pilot HMI prototyping and workload research in respect of both ATM and AOC services and applications, whilst allowing for quick adaptations to changing user requirements and feedback;

· Supporting ATN data link trials with live aircraft through FLAAS operation in the NLR Cessna Citation II.

· Providing the airborne ATN datalink component of the NLR “Platform for Research on End2end ATN DAta COMmunications” (PREDACOM). To that respect, FLAAS aims at being operated in the laboratory environment, the NLR Cessna Citation II and the NLR Research Flight Simulator.

In its current version, FLAAS supports the demonstration and exploitation of PETAL-IIe services, thereby being compatible with the RTCA SC-189/EUROCAE WG 53 Baseline 1 ATN ATS Applications definitions.

FLAAS Architecture

In order to meet the FLAAS objectives and to exercise the full range of features as defined by datalink service descriptions and as supported by SARPs compliant applications, it was necessary to provide :

· A “datalink server” (or “service layer”) on top of the ATN Application API implementing the PETAL IIe services, as being developed by Airtel ATN and adapted by NLR;

· A datalink terminal through which the flight deck crew can interact with the services, being the NLR “Soft CDU” (SCDU);

· A realistic, but still adaptable FMS for the provision of aircraft parameter and flight plan data to the FLAAS “datalink server”, being the NLR “Research CDU” (RFMS).

The resulting FLAAS architecture is as depicted in the figure below with the following sub-sections giving more detailed information on the individual components.
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Figure 4‑1 : FLAAS Architecture

With respect to the platform, FLAAS is hosted on a flight-worthy ruggidised PC operating the SUN Solaris 2.7 operating system. This infrastructure can be either set-up in the NLR lab environment, be integrated in the Cessna Citation or in the NLR Research Flight Simulator.

Although FLAAS is primarily set-up to support Cessna Citation II flight trials, it also offers a multiple mode capability allowing for the generation of multiple “aircraft”, ie. multiple pilot interfaces (SCDU’s) in support of laboratory ATN end2end experiments and demonstrations. This multiple FLAAS mode is accomplished through the instantiation of multiple FLAAS datalink servers, ie. multiple instantiations of a set of the “FSL” module, SCDU and (simulated) RFMS input. This approach requires only one ATN Upper Layer instantiation, whereby the different aircraft would have the same NSAP and would be distinguished by different Transport Selectors. From a technical viewpoint, any number of FLAAS aircraft can be generated, subject only to memory, UDP ports and ATN transport resource limitations.

1.3 ATN Implementation

FLAAS relies on the ATN services provided by the ATN infrastructure components as developed by EUROCONTROL under the ATN Trials Infra-structure (ATIF) project, and is based upon the Trials ATN Router (TAR), Trials Transport Server (TTS) and Trials End System (TES). 

The main objective of the TES prototype was the validation of the ATN draft SARPs for air/ground applications through implementing the following ATN functionality:

· The air/ground functionality of the Automatic Dependant Surveillance (ADS) application

· The air/ground functionality of the Controller Pilot DataLink Communication (CPDLC) application.

· Both the air/ground and ground/ground functionality of the Context Management (CM) application.

· The ATN  Upper Layers functionality, ie. Efficiency Enhancement Option session, Efficiency Enhancement Option presentation, ACSE edition 2 and Control Function.

TES itself relies on the transport services provided by the TAR/TTS stack. The TAR-TTS product comprises the ATN Internet functionality providing configurable mobile and ground ATN routers. The airborne TAR-TTS implementation allows to interface with RS 232 serial links as well as with the standard ARINC 429 communication bus. Currently, TAR supports both Mode S and AMSS mobile subnetwork communications.

The current FLAAS version operates the most recent TES update (release C.03) which guarantees compatibility with the ProATN End System version 2.2b. On the other hand, TAR/TTS version E.04 caters for internet communications compatible with ProATN End System version 2.0.

1.4 Datalink Server Implementation

For the FLAAS development, a considerable part of its datalink server or “service layer” was provided to NLR through the “PETAL Service Functions” (PSF) software, as being developed by Airtel ATN for EUROCONTROL in support of PETAL IIe DERA BAC 1-11 flight trials. The FLAAS datalink server to a large extent re-uses the Airtel software along with necessary adaptations to meet NLR Cessna Citation specific requirements (“PSF++”). The main differences are related to the interface of the NLR data link terminal and the ADS related aircraft data acquisition.

A major question to be resolved, was the definition of the interface between the PSF++ s/w and the NLR CDU. Since the NLR CDU is very much different from the BAC 1-11 data link terminal, the original upper PSF interface could not be re-used “as is” (i.e. as designed for the BAC1-11). The required adaptations were accomplished by developing an NLR proprietary software module (“CDUIF”). This module also caters for additional functional features such as the provision of CPDLC message history information. 

In order to perform the communication with the NLR “Soft CDU” (SCDU) via Ethernet, a second module, the “CDUCOM” module, was developed. This module effectively hosts the “intelligence” of the SCDU which by itself is a “dummy” terminal. This includes the translation of HMI related information acquired via the FSL into SCDU control information.

The PSF++ software together with the CDUIF and CDUCOM modules constitute what is called the “FLAAS service layer” (FSL), ie. the FLAAS datalink server.

1.5  “Front End” Systems

With respect to the FLAAS pilot HMI development, NLR utilise a flexibly modifiable, but operationally representative looking HMI. For this purpose, use was made of the availability of the comprehensive HMI research work of the NLR Human Factors department on the one hand, and the NLR “Soft”-CDU (SCDU) platform on the other. Annex A presents a collection of SCDU pages as related to the FLAAS PETAL IIe implementation.

Basically, the SCDU is running on a PC with a touch-screen. By doing so, any CDU layout can be projected on the touch-screen, whilst operator key inputs are read from this screen as well. This approach allows for an easy (re)design of any CDU layout, without the requirement of hardware modifications. In essence, the Soft-CDU is a simple text screen, such as a VT100 terminal, and keystroke detector. Its connection to the outside world is accomplished via Ethernet running the UDP protocol. 

A special feature of the FLAAS pilot HMI is its audio functionality, which is available through speech synthesis and audio alerts, both related to incoming (uplink) CPDLC messages. Whereas the audio acts as a basic attention getter, speech synthesis aims at keeping pilot response times low. Through presenting an uplink message as a “spoken” message, the pilot is aware of the message content before (re-)reading the message on the SCDU. 

The speech synthesiser module consists of two modules: an encoder converting a text string into a phonetic string, and a pronouncer sending the phonetic string to the audio device. In its current version, FLAAS uses a low-cost shareware speech synthesis package operating automatic phonetisation training, ie. through letter and phoneme alignment, decision tree building, stress assignment, and duration/intonation generation. 

The NLR Research Flight Management System (RFMS), on its turn, is a KLM Boeing 737 FMS look-alike with full FMS functionality and “free play” capability. Special features of the RFMS are its ARINC compliant ATC datalink interface and 4D functionality. The underlying flight simulation capabilities include a Cessna Citation II performance model and allow for the simulation of realistic flights taking into account all relevant aspects such as the aircraft performance, flight regulatory rules and weather conditions. Through the provision of a touch screen multi-function display unit and a navigation display, the pilot operating the datalink communications can modify the flight plan held within the RFMS through the display unit and monitor the modifications made on the navigation display.

FLAAS End2End Integration Activities and Trials

1.6 EOLIA Ground Systems – “EOL2PIT”

1.6.1 NLR ATC Research Simulator – NARSIM

An important aspect of an efficient ATN-based development such as the FLAAS development is the provision of in-house ATN end2end test facilities. With respect to FLAAS, this requires the provision of technically (ATN implementation) and operationally (PETAL IIe services) compliant ground systems. Within the FLAAS context, this is accomplished through both the basic NLR PETAL IIe ground test system FLAG (“FLexible ATN Ground System”), and the NLR EOLIA ground system as being upgraded to become PETAL IIe compliant.

The use of both mentioned ground systems allows for comprehensive in-house tests covering multiple ground and airborne systems. As far as the airborne side is concerned, this is accomplished through the instantiation of multiple FLAAS datalink servers, ie. multiple instantiations of a set of the “FSL” module, SCDU and (simulated) RFMS input (refer also to section 4). 

The integration of FLAAS with the PETAL IIe compliant NLR ground system also satisfies the requirement to test the latter system, in order to prove that the EOLIA software upgraded to become PETAL IIe compliant has been correctly deployed, especially with respect to the link to the NLR ATC Research Simulator NARSIM that provides the controller HMI and FDPS functionality. At the same time, it proves the readiness of the PETAL IIe compliant NLR ground system for the flight trials with the Maastricht MUAC MADAP system (refer also to section 5.3).

1.6.2 STNA CAUTRA

One general outcome of the EOLIA evaluation activities and related controller feedback is, that the “Flight Plan Consistency (Check)” service (FLIPCY) is one of the most prospective and interesting datalink services to be operationally implemented in the near term. Within the EOLIA framework, EUROCONTROL already funded the “FLIPCY X-integration” task which resulted in an NLR Cessna Citation II avionics environment capable of providing the Aérospatiale ATSU with the required dynamic airborne 4D flight plan information. 

The EOLIA airborne implementation, however, did not support extended profile request asking for a time ahead (it only supports the request of a certain number of waypoints). This did not allow STNA to fully test their FLIPCY implementation, and consequently, the development of a fully capable and flexible FLIPCY air implementation was required to test FLIPCY within the STNA operational environment, ie. the CAUTRA system (“Coordinateur AUtomatique du TRafic Aérien”) .

Also, within the PETAL IIe context, with respect to the “ATN operating mode”, the FLIPCY service is implemented in the respective ground target systems but not in the ATIF experimental aircraft BAC1-11 or the “PETAL Service Function” implementation, rsp.

To fill these gaps, FLAAS is currently set-up as an airborne reference system in support of STNA studies on the FLIPCY ground implementation and use, and as an optional service to be demonstrated during the flight trials with the Maastricht UAC PETAL IIe ground system (refer to section 5.3). In this context, it should be noted that the NLR Research FMS allows for extensive tests in the laboratory prior to installation of the equipment in the aircraft, by making use of the actual airborne systems as well as realistic Cessna Citation II flight simulation and ARINC 429 data stream.

1.7 EEC PETAL IIe Ground Systems

One part of the original FLAAS development addressed the integration of the com​plete FLAAS platform with the EEC Petal IIe ground environment in Bretigny. The main objective of the integration of FLAAS with the EEC PIIe system was to prove the end-to-end interoperability and PETAL IIe service compliance of FLAAS with the reference PIIe ground system. The actual integration activities took place within the last two weeks of July 2000. 

During the end-to-end tests, the following ground and airborne sites were involved:

· FLAAS as airborne platform;

· Two EEC Ground Petal Test Systems representing two ATCC (LFPYECAA, LFPYECIC);

· NLR “FLexible ATN Ground System” (FLAG) representing a third ATCC (EHAAXXXA).
In the course of the conduct of in total four test suites, the NLR FLAAS system was successfully demonstrated to be end-to-end compatible with the EEC Ground PETAL IIe Test Systems. Thereby, the final test consisted in the conduct of a representative PETAL IIe datalink service scenario involving the NLR FLAAS system communicating with two EEC ground PETAL IIe Test Systems, and one NLR ground Test System, representing in total three ATCC (LFPYECAA, LFPYECIC and EHAAXXXA). 

Already aiming at the preparations of FLAAS/NLR Cessna Citation II flight trials with MUAC (refer also to next subsection), the final test concentrated on ACM intra-centre and inter-centre hand-over’s as follows::

· Initial logon to EEC ground system “LFPYECAA”,

· Internal transfer within EEC ground system “LFPYECAA”,

· External transfer to NLR ground system “EHAAXXXA”,

· Internal transfer within NLR ground system “EHAAXXXA”,

· External transfer to EEC ground system “LFPYECIC”,

· Internal transfer within EEC ground system “LFPYECIC”.

In addition to this, various CPDLC uplink/downlink dialogues were performed, and several (multiple) ADS contracts were established.

Following the final interoperability test, it was concluded that FLAAS would be in a state where it can be tested against the EUROCONTROL Maastricht UAC PETAL IIe ground system MADAP under flight conditions. 

1.8 Flight Trials with Maastricht UAC PETAL IIe Ground System – MADAP

In the context of the EOLIA project, flight trials contributed considerably to the public recognition of the development of ATN based datalink services. In addition, flight trials added to the EOLIA/ProATN validation and evaluation activities. Due to several problems, however, not all of the envisaged datalink functionality (most notably the ACM inter-centre hand-over’s) could be demonstrated and evaluated in-flight. 

As part of the FLAAS integration and trials activities, during the first two weeks of October 2000, flight trials are planned to be conducted that aim at demonstrating datalink services functionality exceeding that of the original EOLIA project, and at the same time contributing to the recognition and validation of the PETAL IIe specification and implementation efforts. 
The target ground system involved in the flight trials is the Maastricht UAC PETAL IIe ground system MADAP. Flight trials involving the NLR Cessna Citation II and the FLAAS system are to be seen as a complementary activity to BAC1-11 based trials, in that the FLAAS flight trials will include inter-centre hand-over's as well as optionally offering FLIPCY functionality. 

In addition to the Maastricht UAC PETAL IIe ground system, two EOLIA systems that became PETAL IIe compatible in the course of the extended EUROCONTROL EOLIA funding, ie. Airsys-ATM SAS and NLR NARSIM will act as additional ground PETAL IIe systems, adding to the technical and operational significance of the flight trials. The overall network and system configuration of the FLAAS<=>MUAC flight trials is depicted in Figure 5‑1. It should be noted that FLAAS being integrated in the NLR Cessna Citation operates low-gain Satcom air-ground communications.
The flight route to be taken is envisaged to lead from take-off at Amsterdam-Schiphol airport, heading south through Dutch airspace (Citation under “control” of the NLR ATC simulator NARSIM), up to Upper Airspace (Citation under control of the Maastricht UAC PETAL IIe ground system), and then into French airspace (Citation under “control” of Airsys-ATM Stand-Alone System), before returning back for landing at Amsterdam-Schiphol airport.

As already indicated, the primary objective of the FLAAS<=>MUAC flight trials is to test the full scope of ACM intra-centre and inter-centre hand-over situations in-flight (refer also datalink scenario as described in previous subsection). This includes hand-over’s from and to non-datalink equipped ATCC’s.
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Figure 5‑1 : FLAAS <=> MUAC Flight Trials - Network and System Configuration

Future Developments

As being a generic ATN airborne platform, NLR’s intention is to continue to use FLAAS as a platform for the development, demonstration, validation and evaluation of data link services not yet (fully) covered by current programmes. In general, FLAAS will support research targeting at more integrated datalink and FMS solutions, such as through the implementation of the “Flight Plan Consistency” (FLIPCY) functionality. The general intention is to establish FLAAS as an airborne reference system in support of any ground datalink implementation and operation research.

One possible FLAAS enhancement aiming at a stronger coupling of FLAAS and its datalink capabilities (including pilot HMI) with the NLR Research FMS would be through the implementation of the “Dynamic Route Availability” (DYNAV) service. This service will provide a fast, flexible mechanism to propose (with controller approval) potential improvements of routes, normally subject to closure due to non-routine activity (temporarily reserved routes), to aircraft as they re-open (at weekends, overnight, etc). 

Another interesting datalink service would be the COTRAC (“Common Trajectory Co-ordination”) service that is still under initial ODIAC development. This service aims at a future ATM environment, in which route, level and speed requests and clearances will be negotiated as 4D-flight trajectories. In essence, the COTRAC service is to provide assistance to pilots and controllers for requesting and issuing 4D-flight trajectory modifications via air/ground datalink.

Next to the deployment of ATC related datalink services, FLAAS is considered to be very much suited to deploy the CNS/ATM package 2 related GACS service in support of the transition of ACARS-based AOC applications to ATN. In fact, as indicated by known cost-benefit studies, AOC applications are often seen as true enabler for the introduction of (ATN) air-ground datalink communications.

An important aspect of FLAAS remains HMI prototyping and operator workload assessment. Future HMI developments would be related to the use of commercial “Multifunctional Control and Display Unit” (MCDU) and/or “Datalink Control and Display Unit” (DCDU). Special attention will continue to be paid to the use speech synthesis.

Another area for the use of FLAAS is in support of experiments related to ATN operation over multiple mobile subnetworks (VDL Mode 2, Satcom, Mode S, etc.). In addition, with respect to the future extension of local NLR end-to-end datalink evaluation facilities, NLR plan to include the NLR research flight simulator in their end-to-end ATN chain.

Conclusions

The NLR “FLexible Airborne ATN System” (FLAAS), as being largely funded by EUROCONTROL within the context of the EOLIA project, provides a wide range of capabilities allowing for comprehensive prototyping of and research on ATN based data communications. In its current version, it adds to the overall PETAL IIe integration, demonstration and validation activities, most notably through the conduct of flight trials with the Maastricht UAC PETAL IIe reference system due to take place in October 2000. In addition, it acts as an airborne reference platform in support of FLIPCY research as currently conducted by STNA/CENA.

Against the background of air/ground data communications constituting a very complex system with evolving system implementations and datalink service definitions, FLAAS is considered to have a considerable potential to satisfy the continued need for experimental airborne platforms. This addresses the need for a strong coupling of FMS capabilities with ATN datalink capabilities and related service definitions, as well as the high importance of operationally acceptable pilot HMI solutions. 

In recognition of the outcomes of recent cost-benefit studies on the introduction of ATN based datalink communications, AOC communications represent yet another air/ground data communications element, FLAAS would be suited to accommodate. This covers the transition of ACARS-based AOC applications to ATN, as well as dual mode operation of both ATM and AOC communications.
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