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Summary

1 Introduction
This information paper presents a conceptual design for an ATN Data Link Flight Information Services (D-FIS) ground system that will support the two FIS applications defined in the forthcoming Edition 3 of the ATN Standards and Recommended Practices (SARPs) (ICAO Doc. 9705/AN956), viz. ATIS (Automatic Terminal Information Services) and METAR (Aviation Routine Weather Report Service).
In this paper, we first describe a concept of an operational FIS system, and examine requirements that such a system may have beyond the scope of the SARPs. We then propose an architecture for a system meeting the identified requirements.

A prototype D-FIS system is currently being developed based on the concept outlined in this paper. This will be used for experimental purposes to gain experience and insight prior to the development of a system for operational deployment.
2 An Operational FIS System Concept

This section describes a concept for an operational ground system that supports the D-FIS ATIS and METAR applications.
The FIS SARPs do not dictate policy for ground architecture. The only restriction is that if the FIS system is used in conjunction with the ATN Context Management (CM) application, there can only be one server for each type/version of a FIS service within a CM region (although a single server can serve several CM regions). The makes life difficult for the developer since there are a number of ways in which a FIS system might be deployed. The FIS system must therefore have sufficient flexibility to enable service providers to deploy an architecture that is most suitable for their needs, without unduly compromising performance or being overly complex or expensive.
Figure 1 shows a possible FIS ground architecture. A FIS ground system consists of a server supporting one or more FIS applications. In Figure 1, the server in CM area A provides both ATIS and METAR services, while the server in CM area B provides only an ATIS service
. A single FIS ATIS or METAR server may be associated with several airports. Since medium-sized or larger airports usually have their own locally-based specialists responsible for compiling and administering ATIS and METAR reports, airports will require remote terminals linked to the main application server for report entry and administration (shown as ATIS Terminal and METAR Terminal in the figure).
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Figure 1 Possible FIS Ground Architecture
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When FIS is deployed in conjunction with the ATN Context Management application, an aircraft will only be able to request ATIS or METAR reports from airports covered by the server in the CM region into which it is currently logged on, unless there is a system for allowing requests to be forwarded to other servers. While this is beyond the scope of the SARPs, it is a plausible requirement for an operational system.
An example scenario is shown in Figure 2. Consider a flight from Tokyo Haneda airport (RJTT) to Hakodate airport (RJCH). Suppose that CM regions in Japan are divided along Flight Information Region (FIR) boundaries, so that Kanto and Hokkaido are served by different FIS METAR servers located at Tokyo Area Control Centre (ACC) and Sapporo ACC, respectively. While en route, the pilot receives a report of deteriorating weather conditions at RJCH, and wishes to obtain its latest METAR report while the aircraft is still flying within the Tokyo FIR so that s/he can make a decision as to whether to continue the flight to its destination or to divert to an alternate airport.
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Figure 2 Forwarding of FIS requests between ground systems
Referring to Figure 2:
· The pilot issues a FIS-demand-contract request for the METAR report for RJCH (1), and the request is received by the Tokyo METAR server.

· The Tokyo server does not cover Hokkaido, so the METAR information for RJCH is not stored in its database; however, if the server at Tokyo is connected to the server at Sapporo, it can issue an FIS-positive-acknowledgement message to the aircraft and pass a request for the data to the Sapporo METAR server (2).

· The Sapporo server retrieves the RJCH METAR report and transmits it back to the Tokyo METAR server (3).

· The Tokyo METAR server then transmits the RJCH METAR report to the aircraft, completing the demand contract (4).

There are a number of potential issues with the implementation of such a scheme, including:

· The FIS SARPs do not provide for rescinding a FIS-positive-acknowledgement message. Therefore, each server must be able to reply reliably on whether data are available.

· Handling FIS-update-contracts becomes complicated; for example, how to service update contract requests from different servers facilities. (One solution would be to restrict forwarded requests to FIS-demand-contracts.)

· Unless standard protocols are developed, there will be interoperability issues between different systems deployed by different States.
An alternative approach might be for all networked servers to hold a copy of each others’ information (i.e. for the servers to “mirror” each other). The main advantage of this is that it provides a measure of redundancy — if a server fails, another server (possibly also serving a different CM region) might take over its functions (given sufficient connectivity). However, there are problems of data storage volume, communications overhead in keeping all servers up-to-date with the latest information, and so forth.

It is suggested that a study be made of the pros and cons of various strategies for provision of data from other servers. In the meantime, it is necessary to design a system architecture that affords maximum flexibility in allowing different approaches to be implemented.

3 Conceptual FIS Ground System

The preceding discussion identified the need for a FIS ground system that provides both scalability and flexibility. While the SARPs precisely specifies the mechanisms for exchanging data between aircraft and a ground server, the ground architecture is a “local matter” and there are a number of possibilities, ranging from a single stand-alone server providing a single FIS service for a single airport to a multi-service system associated with several airports and interconnected with other FIS servers for request forwarding/data sharing, with possible provision for redundancy. It can also be reasonably expected that a country’s FIS requirements will evolve over time: Deployment is unlikely to be “big bang” but is more likely to be piecemeal and evolutionary. For these reasons the FIS ground server architecture must be as flexible and scalable as possible.
3.1 Ground FIS Server Architecture

A schematic concept of an architecture for meeting these requirements is shown in Figure 3.

The requirements suggest that logical division of a ATIS and/or METAR ground FIS server into two main components:
· A FIS Application Server that implements the FIS service primitives and communication with the ATN.
· A FIS Data Server that stores and provides ATIS and METAR data, and interfaces to the data entry terminals to receive updated reports.
The Application Server receives contract requests from FIS-air-users, and to fulfil them requests data from the FIS Data Server. On the one hand the FIS Application Server is not concerned with how the data are obtained. On the other hand the FIS Data Server has no “knowledge” of the FIS protocols or associated state information. This decoupling of the functions of processing FIS contracts (implementing the service primitives) and providing the data is the key to flexibility and scalability.
While the functions of the Application Server are defined by the SARPs, the provision of data is a “local matter”. The Data Server is therefore designed with as little coupling with the Application Server as possible — indeed, the two entities might be hosted on completely different machines. This allows considerable freedom in the implementation of the Data Server; it might merely provide data stored locally, or it could be the interface to a shared database distributed over a number of networked machines. The Data Server can easily be adapted to local data provision and storage requirements, and may be upgraded as requirements change over time while the Application Server remains the same.
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Figure 3 Proposed FIS server architecture
The database of FIS information, whether local or distributed, is a valuable resource that should arguably be made available as widely as possible. ATIS/METAR data could therefore additionally be made available to users such as airline flight operations departments and general aviation operators using the Internet by augmenting the Data Server with a web server “front end”
.
3.1.1 Interface between FIS Application and Data Servers

We now outline a protocol for data exchange between the Application Server and the Data Server. The basic protocol is as follows:

· The Application Server passes a request for data to the Data Server. The request would be of the format, for example <FISServiceType> <LocationIdentifier>, where <FISServiceType> is ATIS or METAR, and <LocationIdentifier> is the four-letter ICAO aerodrome identifier.
· If, on receipt of the request, the Data Server has the information in its local database and can supply it immediately, it will return the data. Otherwise it will return an error code (reason why the data cannot be provided).

The Data Server should ideally know as little about active FIS contracts and their processing states as possible, although this may result in some otherwise superfluous communications. For example, if the requested data are not available immediately (but can be retrieved after a time), the Data Server should return a “not ready” indication and start the data retrieval, and the Application Server should poll again for the data later, rather than the Data Server having to “remember” that the Application Server is waiting for data. This method is simple and robust (for example, against the event that the Data Server is restarted).

[image: image8.wmf]FIS Application 

Server

 

FIS Data

 

Server

 

Request

 datatype location

 

Reply

 data

 

 

FIS

-

air

-

user

 

FIS

-

report

 

FIS

-

demand

-

contract

 

Demand Contracts

The basic case of servicing a FIS-demand-contract request is shown in Figure 4. The Application Server requests data from the Data Server to service a demand contract from a FIS-air-user. The request will contain the type of data required (ATIS or METAR) and the aerodrome identifier. If the Data Server is able to retrieve the data immediately, it returns the data in its reply to the Application Server, which then sends it to the FIS-air-user in a FIS-report.
Figure 4 Demand Contract (data available immediately)

The case where data are not available immediately is shown in Figure 5. Here, the Data Server returns a “Not ready” status message, then begins the process of retrieving the data. Meanwhile, the Application Server returns a FIS-positive-acknowledgement to the FIS-air-user, and periodically polls the Data Server until the data are available, whereupon it sends the data to the FIS-air-user, completing the contract.
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Figure 5 Demand Contract (data not available immediately)

To deal with the case of a non-responding data server, the Application Server maintains a timer which it starts whenever a request is sent to the Data Server. If the timer expires before the Data Server responds, the Application Server returns an appropriate error message to the FIS-air-user, as shown in Figure 6.

Figure 6[image: image10.wmf] Non-responding FIS Data Server

With certain types of error, the Data Server may return an error code instead of data, which the Application Server may report to the FIS-air-user by a FIS-contract-reject message, as shown in Figure 7.
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 FIS Data Server Error

If an error or timeout occurs after the Application Server has issued a FIS-positive-acknowledgement, it must abort the contract with a FIS-provider-abort. The case of an error is shown in Figure 8, and the timeout (non-responding Data Server) case is similar.
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Figure 8 FIS Data Server error after FIS-positive-acknowledgement
Update Contracts

The Data Server has no information regarding current FIS contracts or their states. To service ATIS update contracts, two solutions are proposed:

· The Data Server periodically sends update messages to the Application Server notifying it whenever an ATIS database entry is updated. These update messages are sent to the Application Server asynchronously.
· The Application Server polls the Data Server periodically (for example, once a minute) to discover whether the update contract ATIS reports have changed. If so, it fetches the latest ATIS report and sends it to the FIS-air-user.

These schemes are described below. Both schemes (or extensions thereof) may also be used for report caching, as will be described later.
Asynchronous Notification

When the Application Server receives an UpdateNotify message notifying it of a change in an ATIS report on the Data Server, it checks whether it has any FIS-update-contracts pending for the ATIS concerned, and if so, makes a request to retrieve the data from the Data Server and then transmits it to the FIS-air-user(s) concerned in a FIS-report (Figure 9). If the updated ATIS does not correspond to any pending FIS-update-contracts, then the corresponding UpdateNotify message is ignored.

Under this scheme, the Application Server is notified of all ATIS updates, whether they are relevant or not, and UpdateNotify messages are delivered by the Data Server asynchronously.
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 Update Contract (Asynchronous Notification Scheme)

(In the prototype D-FIS system currently under development, the updated data is sent in the UpdateNotify message, obviating the need for a subsequent Request. However, this incurs an unnecessary overhead if there are no corresponding update contracts.)

Polling

Under the polling scheme, for all active FIS-update-contracts the Application Server polls the Data Server periodically to determine whether the relevant ATIS report(s) have changed. If so, the Application Server then retrieves the data from the Data Server and sends it to the FIS-air-user(s).

Since ATIS messages are changed only infrequently, the polling interval can be as great as one minute. This scheme also avoids the need to handle asynchronous messages from the Data Server, and polling is limited to ATIS reports that are covered by active update contracts.

3.1.2 Report Caching

Since it is likely that several aircraft will request the same ATIS or METAR reports within a short period of time, it will be efficient to cache the latest reports on the Application Server, instead of having to access the Data Server each time a demand contract is to be serviced.

If a caching scheme is used, however, it will be necessary to ensure that the data held in the cache on the Application Server are kept in synchronisation with the data on the Data Server. An extension of either of the asynchronous notification scheme or the polling scheme outlined above for handling update contracts could be used.

3.2 ATIS and METAR Terminals

At international and major regional airports, ATIS and METAR reports are usually compiled and administered by locally-based specialists. Because a single ATIS or METAR ground server may serve several airports, remote terminals located at each airport are necessary for data input.
As elements of the ATIS and METAR messages will be static and airport-dependent (for example, airport identifier code, runway configuration, available approach procedures, etc.)., the design of the basic terminal operator interface must be easily customisable for different airports. The terminal must be capable of displaying the current ATIS or METAR report for monitoring as well as allow for the preparation of new reports, ideally simultaneously to allow comparison between the new and current reports.

Aerodrome-specific information and functionality should be encapsulated in the terminal. Each terminal shall ensure that the reports entered by the operator are semantically valid (i.e. that they make sense for the local environment and do not specify a non-existent runway, etc.) as well as syntactically valid. Thus, if the airport configuration is changed or procedures altered, only the software in the terminal at the airport needs to be updated. The FIS Data Server merely handles the data without any knowledge of its content. Data are exchanged between the ATIS/METAR and the Data Server in binary-encoded ASN.1 format.

3.2.1 Some Thoughts on Implementation

For connection between the ATIS/METAR terminals and the server, an operational system might use IP over dial-up connections, since connection to the server will be required only periodically, either to upload a new ATIS or METAR report, or to download the existing one (perhaps as infrequently as once an hour or as often as once every few minutes), and the volume of data exchanged per request will be comparatively low. Since the number of terminals that a single FIS ground system must support is unknown (and potentially unbounded), it would make sense to use a single port on the Data Server for communications, and to have all terminals connect to that port.

It may be cost-effective to leverage technology developed for the Internet instead of developing proprietary protocols from scratch; for example using the HTTP protocol to exchange data between the Data Server and ATIS/METAR terminals, with a lightweight HTTP server executing on the Data Server. Naturally, there are security concerns
, and again Internet technology (for example, Secure Socket Layer) can be leveraged to provide a measure of security for the session between the Data Server and the client ATIS/METAR terminal, and of course the public Internet should not be used unless behind sufficiently strong protection (e.g. through similar mechanisms to those provided by Virtual Private Networks).

4 Conclusion

This information paper has described a conceptual architecture for an operational ATN DFIS system for supporting D-ATIS and D-METAR applications, and has identified some key requirements.

A basic system architecture meeting the requirements identified in the conceptual system has been proposed, with decoupling of components for servicing the FIS protocols (FIS Application Server), providing the data (FIS Data Server), and data entry (ATIS and METAR terminals) the key to providing flexibility and scalability.

A prototype D-FIS system based on the concepts outlined in this paper is now under development.
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This paper outlines a conceptual design of a D-FIS server and its related ground architecture. The concept presented is currently being used the basis for the development of a prototype experimental D-FIS system for the Electronic Navigation Research Institute of Japan by Oki Electric Industry Co., Ltd.
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� The FIS SARPs do not specify how ground systems are to be configured, and a single ground system can either implement a single FIS service or multiple services. The principal advantage of a ground system that supports multiple FIS services is that a single connection with an aircraft can be used to service all FIS contracts.


� There are obvious security concerns over hosting a publicly-accessible service on a machine running a critical application. These could be avoided by suitable robust partitioning.


� See Stephan Somogyi and Bruce Schneier, The Perils of Port 80, Communications of the ACM, Volume 44, Number 10, pp. 168ff, October 2001, for an overview of security issues regarding the use of protocols such as HTTP and commercial off-the-shelf (COTS) software.
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