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1.
Introduction

1.1
Purpose and Scope

This White Paper defines the Aeronautical Telecommunication Network (ATN) architecture that will be used to support the Federal Aviation Administration’s (FAA’s) Controller-Pilot Data Link Communication Build I (CPDLC-I) program. 

1.2
Overview

The Federal Aviation Administration (FAA) has been an active participant in the development of the Aeronautical Telecommunications Network (ATN). The ATN is designed to be a Global Internet that enables seamless communications between ground users (e.g. Civil Aviation Authorities, Airlines) and aircraft. The requirements of the ATN have been specified by the International Civil Aviation Authority (ICAO) and are published in ICAO DOC 9705. 

The CPDLC program is designed to enhance the National Airspace System (NAS) En Route environment by providing the capability for controllers and pilots to communicate through the exchange of digital messages. CPDLC is being implemented in an evolutionary manner. The first step in this evolutionary process is known as CPDLC Build I (CPDLC-I).  CPDLC-I is a single site deployment that implements a limited set of air traffic services. These services are:

· Transfer of Communication 

· Initial Contact 

· Altimeter Setting Messages 

· Pre-defined Controller Messages 

In addition to this limited set of services, the CPDLC-I program is implementing the Context Management (CM) Application. CM is needed to correlate the aircraft flight identifiers used by air traffic controllers to the aircraft network addresses used by the ATN to exchange data between network users. 

In support of the CPDLC-I program, the Air-Ground (A/G) Communications Service Provider, ARINC is providing an ATN compliant A/G communications subnetwork service. This subnetwork will use Very High Frequency (VHF) Data Link – Mode 2 (VDL-2) to deliver digital data messages between air traffic controllers and pilots. 

The CPDLC-I program culminates with an operational evaluation. This operational evaluation will take place at the Miami En Route Center beginning in June 2002.  Information learned during the operational evaluation will be fed back into the evolutionary development process allowing subsequent phases of CPDLC to be more effective.

1.3
Document Organization

This document is organized as follows:

Section 1 Introduction – provides an overview of the ATN program and identifies the objectives of this White Paper.

Section 2 CPDLC Build-1 ATN Architecture – Provides a description of the CPDLC-I architecture.

Section 3 The CPDLC-I ATN Router – Provided details on how the ACI Router will be used to meet the needs of CPDLC-I.

Section 4 Acronyms – Provides a description of the acronyms used throughout this document.

Section 5 References – Provides a list of references used to develop the information contained in this document.

2.
CPDLC Build-1 ATN Architecture

The following sections describe the proposed CPDLC-I architecture.

2.1
Assumptions

The following assumptions were used to develop the CPDLC-I architecture.

· The FAA Administrative Domain will consist of one routing domain.

· All FAA systems participating in CPDLC-I will be interconnected through the NADIN II X.25 Packet Switched Network (PSN).

· The VDL-2 A/G Subnetwork will be used to provide communications between the controllers and pilots.

· The VDL-2 Service Provider is compliant with the ATN SARPs and the VDL-2 SARPs.

· The FAA Domain and the Service Provider Domain will be interconnected through the NADIN II X.25 PSN.

· The FAA only needs to communicate with mobile platforms located within the bounds of the U.S. ATC System.

2.2
Architecture Description

Figure 2.2-1 depicts the proposed FAA CPDLC-I ATN Architecture. At the highest level, there are two Administrative Domains. An Administrative Domain represents a grouping of systems under the control of one organization. As shown in Figure 2.2-1, one Administrative Domain is under the authority of the FAA and the other is under ARINC’s authority. 

An Administrative Domain can be subdivided into multiple Routing Domains (RD). An RD is a specific part of the network, which contains a collection of intermediate systems (ISs) and end systems (ESs). The ISs and ESs, which constitute an RD, interact for routing purposes under a common policy.  The FAA Domain depicted in Figure 2.2-1.  For Build I, there is a single Routing Domain with two Routing Areas, the Backbone Routing Area and the ARTCC En Route Routing Area.

Note. – Two routing areas are defined in order to easily distinguish addresses of the routers.  The routers could be configured to all be in the same area.

The Backbone Routing Area contains two ATN Boundary Intermediate System (BIS) Routers executing the Inter Domain Routing Protocol (IDRP). These Backbone Routers are responsible for maintaining routing information on all ATN Mobile RDs (i.e. aircraft). The two Backbone Routers are interconnected via a Local Area Network. 
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The ARTCC En Route Routing Area (Figure 2.2-2) provides the ATN CPDLC and CM application services and consists of the following components:

· A dual Fiber Distributed Data Interface (FDDI) ring – This ring provides the communications media in the HID/NAS LAN (HNL) environment. Additionally, this dual ring automatically provides an alternate communications path if a failure occurs on a ring. 

· Two HNL routers – These routers operate as level 2 Intermediate Systems (ISs) and execute the ES-IS and IS-IS protocols within the ARTCC En Route Routing Area. The HNL Routers also provide access to the NADIN X.25 PSN for the exchange of ATN Messages between the ATN ESs residing in the ARTCC En Route Routing Area, and the Backbone Routing Area.

· Two CPDLC ESs  – These ESs operate in a primary/standby configuration and provide the ATN ES capabilities needed to support CPDLC operations.  

· Two CM ESs – These ESs operate in a primary/standby configuration and provide the ATN ES capabilities needed to support CM operations.

· Two Host Interface Devices (HIDs) – The HIDs provide communications between the En Route Host Computer System (HCS) and the CPDLC ES.

· A Network System Management (NSM) system – The NSM provides a centralized management facility to monitor and control the systems in the HNL environment.
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The NADIN X.25 PSN provides connectivity between the Backbone Routers and the ARTCC HNL Routers. The Backbone Routers are statically configured with routes to the ATN ESs within the ARTCC and the HNL Routers are statically configured with routes to the Backbone Routers.  Additional information regarding the use of static routing in the U.S. Domain is provided in subparagraph 2.5. 

The detailed architecture of the ARINC Domain is not the focus of this paper; however, certain aspects of the FAA Domain and the ARINC domain interconnection are of interest and are described as follows. For the Miami Operational Evaluation, the NADIN X.25 PSN will provide connectivity between the FAA and the ARINC Domain. Each FAA BIS interfaces to an ARINC X.25/Frame Relay Network Router. This Network Router is responsible for routing ATN Connectionless Network Protocol (CLNP) PDUs between the two different subnetworks.  For Build 1, an encapsulation technique is employed to permit routed communication across the two subnetworks.  Using this technique, ATN CLNP PDUs are encapsulated within a CLNP sub-layer.    The use of CLNP encapsulation means that data PDUs transferred between the FAA Domain and the ARINC Domain will contain two CLNP headers. The innermost protocol header contains the original source and destination addresses of the data. These are end system addresses where data coming from the FAA Domain will be destined for an Aircraft, and data coming from the ARINC Domain will be destined for a CPDLC or CM ES.  Conversely, the outermost protocol header contains ATN BIS addresses. That is, data coming from the FAA Domain will contain a destination address of an ARINC BIS, and data coming from the ARINC Domain will contain a destination address of an FAA BIS. The use of CLNP Encapsulation accommodates the Build I architecture where the FAA BISs and the ARINC BISs are not directly connected via a common subnetwork. CLNP encapsulation forces all inter-domain traffic through the BISs.   Note that IDRP PDUs exchanged between the FAA and ARINC BISs also undergo encapsulation.  However, there is a difference in the level of encapsulation depending on the direction of the IDRP PDUs.  The difference results from the available configuration options for IDRP encapsulation on the current versions of the two BIS routers.  IDRP PDUs originating from an ARINC BIS are encapsulated in a single CLNP PDU, while IDRP PDUs originating from a FAA BIS are encapsulated in two CLNP PDUs.  

2.3
Protocol Architecture

Figure 2.3-1 depicts the protocol architecture of the systems participating in the FAA’s ATN Network. The U.S. Backbone Routers and the Service Provider Routers are standard ATN Ground Routers. At the network level these routers execute the Connectionless-mode Network Protocol (CLNP) and IDRP.  CLNP is the key component of all ATN Systems because it provides interoperability at the network level within the ATN. All ATN End Systems and Intermediate Systems must execute CLNP. IDRP is the key routing protocol within the ATN. IDRP exchanges routing information between Routing Domains and provides the ability to reduce the amount and/or limit the type of routing information exchanged between these domains according to an administration’s routing policy. 

As discussed in Section 2.2, the U.S. Backbone Router interfaces to the HID/NAS LAN Router through the NADIN II Subnetwork. The HID/NAS LAN Router provides access to the NAS En Route environment within the ARTCC Routing Area. At the network level it executes the CLNP, IS-IS and ES-IS Protocols. The use of CLNP enables the HID/NAS LAN Router to communicate with the U.S. Backbone Router and the CPDLC and CM ESs. The IS-IS protocol is only used between the HNL Routers within the En Route ARTCC Routing Area to establish alternate paths to the U.S. Backbone. These alternate paths allow communications with Mobile RDs to continue during network failure conditions. The ES-IS protocol is used on the NAS LAN between the NAS LAN Router and the ATN ESs to dynamically discover reachability information. At the subnetwork level the HNL Routers execute two different protocols. One protocol allows communications with other ATN systems interconnected by the NADIN II PSN. The other protocol allows communications with systems on the LAN. 

The CPDLC and CM systems are standard ATN Ground End System. These systems execute the Upper Layer Communications Services (ULCS), the Connection Oriented Transport Protocol (COTP), CLNP, SNDCF, and the appropriate LAN Access Protocols. The ULCS presents the Dialog Service Interface to ATN Application Service Elements (i.e. CM, CPDLC ASEs) and includes the Application, Session, and Presentation protocols needed for the exchange of ATN data between two ATN ESs. The COTP provides a reliable end-to-end communications service for the delivery of application data. The CLNP provides the Network layer functionality needed to deliver the data to the remote ATN ESs through the ATN Internet. The ES-IS protocol is used to dynamically discover reachability information on the NAS LAN. The SNDCF and LAN Access protocols allow the ATN ES to communicate with the HID/NAS LAN Router. 
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2.4
Routing Requirements

2.4.1
Inter-Domain Routing Policy Requirements

Inter-domain routing policies are simply the rules that define the information that is exchanged between RDs. These policies are used to control the amount and types of data that can be exchanged with adjacent RDs. These RDs can be under the administrative control of the same organization or a different organization. The following subparagraphs describe the requirements for CPDLC-I. 

2.4.1.1
Requirements in the FAA Domain 

The following statements define the requirements for IDRP routing information exchange within the FAA Domain:

· The U.S. Backbone Routers will use the internal distribution procedures defined by IDRP to disseminate routes received from ARINC. These routes will be distributed between the Routers in the Backbone Routing Area.

· Only Routes supporting the ATSC Traffic Type will be disseminated within the FAA Domain.

2.4.1.2
Requirements between FAA and ARINC

The FAA Domain interfaces to the ARINC Domain through a BIS-to-BIS connection. This BIS-to-BIS connection uses IDRP to exchange routing information. The following statements define the requirements for routing information exchange with ARINC:

· Each U.S. Backbone Router will advertise a route representing reachability to all systems within the U.S. ATSC Ground Domain to the adjacent ARINC BIS. This route will be an NSAP Prefix consisting of the AFI, IDI, VER, and ADM fields (e.g. NSAP Prefix of 47.0027.81.855553). This route is advertised using the Security Attribute indicating support for Operational ATSC Traffic. This means that whenever ARINC receives a message for any FAA ATSC destination, it will route the message to a U.S. Backbone Router. The U.S. Backbone Router is then responsible for delivering the message to the specified destination within the FAA Administrative Domain.

· Each ARINC BIS Router will advertise a specific route to each Mobile RD reachable through its network to the adjacent U.S. Backbone Router. This means that as ARINC acquires routes to Mobile RDs, it will notify a U.S. Backbone Router of this route. Route notification requires that an Address Prefix representing at least the first 11-bytes of the NSAP Address (i.e. AFI, IDI, VER, ADM, RDF, ARS) be sent as part of the IDRP Routing Information.

· Only routes supporting the ATSC Traffic Type will be advertised to the U.S. Backbone.

2.4.2
Intra-Domain Routing Requirements

The following statements define the CPDLC-I requirements for intra-domain routing within the FAA Domain. 

· Each U.S. Backbone Router will provide two routes to the ATN ESs in the ARTCC Routing Area. One route will be a local path and the other route will be through the adjacent Backbone Router. 

Note: It is assumed that the CPDLC and CM NSAP addresses within the ARTCC Routing Area will not change regardless of which system is currently supporting operations. This means that when an ES failure occurs, the standby processor will assume the network address of the failed system.

· Each Backbone Router will designate their local route to the CPDLC and CM ESs as the primary path. The path to these systems through the adjacent Backbone Router will be designated as the alternate route. The primary path is the most preferable route to the CPDLC and CM ESs. When the primary route is not available the alternate route will be used to deliver the message. This means that a Backbone Router will send all messages via the local route as long as the local route is enabled.

· Each U.S. Backbone will enable and disable routes to the CPDLC and CM ESs based on the availability of the underlying subnetwork connection providing the path to the ARTCC Routing Area.

· Each ARTCC HNL Router will provide a local route to the U.S. Backbone Router.

· The ARTCC HNL Routers will exchange IS-IS dynamic routing information. 

2.5
Establishing Redundant Paths

Maintaining connectivity between communicating systems during periods of component failure is a major concern for any Network and especially for the FAA’s ATN. The goal of the CPDLC-I ATN architecture is to establish the communications infrastructure and routing policies necessary to minimize susceptibility to a single point of failure causing a disruption in the Data Link Service to the ATC Users.  The following paragraphs describe how redundancy will be accomplished for the CPDLC-I implementation.

2.5.1
Redundant Paths in the U.S. Domain

Figure 2.5.1-1 depicts the configuration of the redundant paths for CPDLC-I. For CPDLC-I, the Backbone Routing Area contains two BIS Routers attached through an Ethernet LAN. Each BIS Router is configured to be adjacent to a different HNL Router. As shown, BISa is configured to route NPDUs destined for the ARTCC to HNLa while BISb is configured to send NPDUs to HNLb. Additionally, each BIS is configured with an alternate path to the ARTCC through the adjacent BIS. This alternate path is created using the quasi-static routing features of the U.S. Backbone Router. These quasi-static routing features provide a mechanism to add and remove routes from the Forwarding Information Base (FIB) based on the existence of an X.25 connection between a BIS and the adjacent HNL Router (see Section 3 for additional information).

The HNL Routers use static and dynamic features to accomplish routing. Each HNL Router is configured with a static route to an adjacent BIS. HNLa is configured to route NPDUs to BISa and HNLb is configured to route NPDUs to BISb. The dynamic features are provided through the use of the IS-IS Routing Protocol between the HNL Routers.  The routing information exchanged by the IS-IS protocol provides an alternate path to the U.S. Backbone Routing Area under certain failure conditions. The HNL Routers also take advantage of the X.25 Call Redirect features offered by the NADIN PSN. This feature provides an alternate path to the U.S. backbone Routing Area under certain failure conditions.

This configuration provides multiple paths between an ARTCC Routing Area and the U.S. Backbone Routing Area. The following subparagraphs describe how redundancy is achieved in this configuration.
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2.5.1.1
Data Flow from the U.S. Backbone to the ARTCC 

When a BIS becomes operational, it is responsible for initiating the X.25 subnetwork connection with the adjacent HNL Router. For example, when BISa is activated it will make continuous attempts to establish an X.25 connection with HNLa. Upon successful connection establishment, the BIS enables the local route to the ATN ESs in the ARTCC Routing Area. 

Additionally, each Backbone BIS is statically configured with an alternate route to the ATN ESs. This alternate route is provided by the adjacent BIS which is reachable through the Ethernet subnetwork interface. Table II-I depicts the routes that will exist for each Backbone BIS. Each BIS will have routes to the ATN ESs through two different paths. One path is a local route through the X.25 subnetwork connection (i.e. NADIN PSN). The second path is through the adjacent BIS. The local route will be configured to be more preferable than the route through the adjacent BIS. This is accomplished by taking advantage of the longest matching prefix rule.

Table II-I



BISa

BISb

Route
SNPA

Route
SNPA

CPDLC ES
HNLa

CPDLC ES
HNLb

CM ES
HNLa

CM ES
HNLb

CPDLC ES
BISb

CPDLC ES
BISa

CM ES
BISb

CM ES
BISa

Under normal conditions, when BISa receives an NPDU destined for an ARTCC ES it is forwarded to the HNLa router using the local route. This route is chosen because it has a longer NSAP Prefix then the alternate route through the adjacent BIS. The HNLa Router is responsible for delivering the message to the destination ES. If the X.25 subnetwork connection between BISa and HNLa is lost, the routing tables will be updated to use the alternate paths to the ARTCC ESs. This alternate path is through the neighboring BIS (i.e. BISb). Under these circumstances, BISa will continue to route NPDUs destined for an ARTCC ES to BISb for delivery. This will continue until BISa is able to re-establish its subnetwork connection to HNLa or a failure occurs with BISb. When the subnetwork connection is re-established, BISa will update its routing tables and revert to using its local route to deliver NPDUs to the ARTCC ESs. If the route to the ARTCC ESs through BISb is lost and there is no local route, all NPDUs destined for ARTCC ESs will be discarded until a route is re-established.  

2.5.1.2
Data Flow from the ARTCC to the U.S. Backbone

As previously indicated, an ARTCC Routing Area contains two HNL Routers. Both of these routers are active with respect to the NADIN interface. In this context, active means that both HNL Routers are capable of sending and receiving data over the interface that is used to connect the ARTCC Routing Area to the U.S. Backbone Routing Area. 

The HNL Routers are configured with static routing information that indicates that “all ATN mobile” and “all ATN ground” destinations are reachable through its adjacent Backbone BIS. For example, HNL-a will be configured to send NPDUs to BISa while HNL-b will be configured to send NPDUs to BIS-b. 

The HNL Routers operate the IS-IS and ES-IS dynamic routing protocols on the FDDI LAN. Operation of the IS-IS protocol allows each HNL Router to establish an alternate path to the U.S. Backbone through its neighboring HNL Router. Operation of the ES-IS protocol allows the ESs and ISs on the LAN to discover each other’s existence and reachability information. In the ARTCC environment this means that the CPDLC and CM ESs will discover that they have access to two ISs, HNLa and HNLb. 

The HNL Routers also utilize the X.25 Call Redirect features supplied by the NADIN PSN. This enables an HNL Router to establish an X.25 connection with the alternate ATN BIS if it’s adjacent BIS Fails. 

Table II-II depicts the routes that will exist for each HNL Router. Each HNL Router will have routes to the U.S. Backbone through two different paths. One path is a local route through the X.25 connection. The second path is through the adjacent HNL Router. This second path is provided by the exchange of the IS-IS protocol. This path is considered to be less preferable than the local route through the X.25 connection.

Table II-II



HNLa

HNLb

Route
SNPA

Route
SNPA

All ATN Mobile
BISa

All ATN Mobile
BISb

All ATN Ground
BISa

All ATN Ground
BISb

All ATN Mobile
HNLb

All ATN Mobile
HNLa

All ATN Ground
HNLb

All ATN Mobile
HNLa

Under normal conditions, when HNLa Router receives an NPDU from a local ATN ES it accesses its routing table and forwards the message to BISa using the local X.25 route. NPDUs will continue to be routed in this manner until a failure occurs. Failures that affect routing include the loss of an adjacent BIS, the loss of the X.25 serial interface, or the loss of an HNL Router. These failure conditions and their affect on the flow of data in the ARTCC Routing Area are discussed in the following subparagraphs.

Adjacent BIS failures are handled using the X.25 Call Redirect feature of the NADIN PSN. Normally, The U.S. Backbone BIS Routers are responsible for initiating and maintaining the underlying subnetwork connections with their adjacent HNL Router. If a BIS fails, then this connection is lost and alternate processing must be performed to deliver the data. For example, if BISa fails, the X.25 connection between BISa and HNLa is lost. When the HNLa Route receives data, it accesses its routing information and determines that the data should be sent to BISa. Since the X.25 connection is not active, the HNLa Router initiates an X.25 call request to BISa. NADIN redirects this call request to BISb. BISb accepts the call allowing the HNLa Router to continue delivering data during this failure condition. 

X.25 serial interface failures are handled through the exchange of the IS-IS Routing Protocol. When the serial interface fails, the static routes associated with the serial interface are replaced with the alternate routes provided by the IS-IS protocol. This means that any data coming into an HNL Router that has encountered a X.25 serial interface failure will be routed to the adjacent HNL Router for delivery to a Backbone BIS. Once the interface is restored the local static routes replace the alternate routes provided by the IS-IS protocol. This happens because the static routes have preference over the routes provided by the IS-IS protocol.

HNL Router failures are handled by the ES-IS Protocol. For example, when HNLa fails it stops broadcasting the ISH PDU on the LAN. The lack of ISH PDUs eventually causes the CPDLC and CM ESs to update their routing tables. This routing table update causes subsequent NPDUs to be routed to HNLb for delivery to an aircraft.

Note: The CPDLC and CM ESs select an HNL Router based on the order in which initial ISH PDUs are received. The last initial ISH PDU received is used as the primary route for delivering NPDUs to an HNL Router. For example, if the CPDLC ES receives an initial ISH PDU from HNLa and then from HNLb, then the CPDLC ES will route all NPDUs to HNLb for delivery.

2.5.2
Redundant Paths with ARINC

CPDLC-I uses ARINC for all A/G communications. In order to ensure that the Network can tolerate at least one communications failure between the U.S. Backbone and the ARINC Backbone there must be two ARINC BIS Routers communicating with the U.S. Backbone. Each ARINC BIS Router will be connected to a different U.S. Backbone Router (See Figure 2.5.2-1). The exchange of IDRP Routing information between these routers will establish the needed path diversity.
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2.6
Architectural Issues

The architecture presented in this White Paper is designed to meet the needs of the CPDLC-I program. The following issues have been identified: 

· As defined in this White Paper, the U.S. Backbone BISs use static routing to provide redundant (i.e. two) paths to the ARTCC Routing Area. One path is a local route and the other path is an alternate route through the adjacent Backbone BIS. Using this approach, a single communications failure between the Backbone BISs and the ARTCC should not cause Data Link operations to be interrupted. However, additional failures may interrupt Data Link operations and under certain circumstances cause the Backbone BIS Routers to forward the same NPDU back and forth until the NPDU lifetime expires.  This situation will occur when each BIS loses their local X.25 connection to the adjacent HNL Router and is unable to re-connect due to a networking problem. Specific procedures will need to be established for CPDLC-I requiring operator intervention upon detection of a second communications failure.

· Components of the national ATN architecture are currently under development by various FAA organizations. Because the national architecture is still under development, it was necessary to define an architecture that meets the needs of CPDLC-I. Separating the CPDLC-I architecture from the national ATN architecture is intended to contribute to a successful CPDLC-I program while allowing the national ATN architecture time to mature. 

· The CPDLC-I architecture defined in this White Paper may not be a suitable candidate for a National FAA ATN deployment because of the scalability limitations associated with the use of static routing within the FAA Domain.  

3
The CPDLC-I ATN Router 

In support of the CPDLC-I program, the FAA has reached an agreement with Aeronautical Communication Incorporated (ACI) to supply an ATN Ground Router for use by the CPDLC-I program as the U.S. Backbone BIS Router. This section describes how the ACI Router can be used to support the architecture defined in this White Paper.

3.1
Interface with the ARTCC En Route Routing Area

Each BIS is required to have two paths to the CPDLC and CM ESs residing in the ARTCC En Route Routing Area. One path is a local route through an X.25 subnetwork connection and the alternate path is through the neighboring Backbone BIS. The ACI Router provides the ability to configure these paths through the use of the ATN Linkage and the Reachable Address managed objects. 

The ATN Linkage object defines a subnetwork interface that can be used by CLNP to communicate with other ATN Systems. There are five different types of ATN Linkage objects supported by the ACI Router. The ATN Linkage type defines the underlying subnetwork and controls how the subnetwork operates. The five linkage types are described below: 

· Broadcast – This linkage type is used to define a LAN interface. The ACI Router provides a standard ISO 8802 LAN for interconnecting ATN Systems.

· Point-to-Point – This linkage type is used to define an X.25 Permanent Virtual Circuit (PVC) between two systems. Only one PVC can be associated with this linkage object.

· Static-in – This linkage type is used to define an X.25 Switched Virtual Circuit (SVC) between two systems. The SVC can only be initiated by the remote system. That is, the local system functions as the subnetwork connection responder, while the remote system functions as the subnetwork connection initiator.

· Static-out – This linkage type is used to define an X.25 Switched Virtual Circuit (SVC) between two systems. The SVC can only be initiated by the local system. That is, the local system functions as the subnetwork connection initiator, while the remote system functions as the subnetwork connection responder. This linkage type provides the capability to make periodic attempts until the connection is established or the connection attempt threshold is exhausted.

· Dynamically Assigned – This linkage type is used to define a pool of on-demand X.25 SVCs that can be established between the local system and any other system attached to the subnetwork.

· Mobile – This linkage type is used to define a ATN Mobile subnetwork interface.

The Reachable Address object represents a static route to an adjacent system. The attributes associated with the Reachable Address object are used to specify the destination NSAP address and the destination subnetwork address. This static route is placed in the FIB and is used by CLNP to forward NPDUs.

The ATN Linkage and the Reachable Address objects maintain a parent-child relationship, with the ATN Linkage object functioning as the “parent” and the Reachable Address object functioning as the “child”. An important feature of this relationship is the ability of the static route to be activated and deactivated based on the status of the linkage object. When this feature is used with the appropriate ATN Linkage object type, it enables the ACI Router to provide the redundant paths needed to support CPDLC-I.

For CPDLC-I, the ACI Router will be configured to use a Static-out ATN Linkage object and a Broadcast Linkage object (see Figure 3.1-1). The Static-out linkage object will be used to define the X.25 connection between the Backbone BIS and the adjacent HNL Router. Additionally, Reachable Address objects containing the addressing information needed to reach the CPDLC and CM ESs will be associated with this linkage object. This linkage object will automatically initiate and maintain the X.25 connection between the BIS and the HNL Router. When the connection is active the routes specified by the Reachable Address objects will be placed in the FIB. These routes represents the local routes discussed previously. These routes will remain in the FIB until the X.25 connection is terminated.


[image: image6.wmf]Figure 3.1-1. BISa to ARTCC DLAP Configuration

Internetworking Function

X.25 Subnetwork Function

LAN Subnetwork Function

X.25 Static-Out

HNLa SNPA

Broadcast

BISb SNPA

ATN Linkage

ATN Linkage

CPDLC NSAP

HNLa SNPA

Reachable

Address

BISb NSAP

BISb SNPA

CPDLC NSAP

BISb SNPA

Reachable

Address

Reachable

Address

CM NSAP

HNLa SNPA

CM NSAP

BISb SNPA

Reachable

Address

Reachable

Address


The Broadcast Linkage object will be used to define the interface to the neighboring Backbone BIS Router. Additionally, several Reachable Address objects will be associated with this Linkage object. One will contain addressing information for the neighbor BIS and the others will contain addressing information for the ARTCC ATN ESs. The Reachable Address objects for the ARTCC ATN ESs represent the alternate paths through the adjacent BIS. These alternate paths will be installed in the FIB upon activation of the Broadcast Linkage object. It will remain in the FIB until the Broadcast Linkage object is deactivated.

3.2
Interface with ARINC

Each Backbone BIS is required to initiate and maintain an IDRP connection with an adjacent ARINC BIS using the NADIN X.25 PSN. The ACI Router provides the ability to configure adjacent BIS information using the ATN IDRP Configuration object, the Policy Information Base (PIB) object, and the Adjacent BIS object.

The ATN IDRP Configuration object will be used to control how IDRP operates within the FAA Routing Domain. This object will be used to control the initial route advertised to ARINC during the BIS to BIS connection establishment phase. This route consists of the NSAP prefix representing a route to all FAA ATN ground systems.

The PIB object will be used to control the distribution of routes maintained by the FAA RD to the ARINC RD. In this case the object will be used to prevent any further distribution of routing information to ARINC. For CPDLC-I, the FAA RD will only be connected to the ARINC RD.  The purpose of this connection is to support the exchange of messages between air traffic controllers and pilots. ARINC only needs a route that allows all NPDUs received from mobile RDs to be delivered to a U.S. Backbone BIS. The U.S. Backbone BIS is then responsible for delivering the message to the ATN ESs.

The Adjacent BIS object will be used to control the BIS to BIS connection with ARINC. Each Backbone BIS will be configured with a different Adjacent ARINC BIS. That is Backbone BISa will be adjacent to ARINC BISa and Backbone BISb will be adjacent to ARINC BISb. Each U.S. Backbone BIS will also be configured as the initiator of the connection with the adjacent BIS. This means that upon activation of the adjacent BIS object, the Backbone BIS will periodically attempt to establish a connection with the ARINC BIS until the connection is established or until the connection attempt threshold is exceeded.

The X.25 protocol is used to deliver NPDUs between the U.S. Backbone BIS Router and the ARINC BIS Router. The subnetwork interface to ARINC will be configured using a Dynamically Assigned ATN Linkage object and an associated Reachable Address object. The static path to the ARINC BIS identified by the Reachable Address object will be installed in the FIB upon activation of the Dynamically Assigned ATN Linkage object. This static route is important for the ground route initiation process between the U.S. Backbone BIS and the ARINC BIS because it provides the path needed to exchange IDRP information.

4
Acronyms

ADM

– Administration field

A/G 

– Air/Ground

AFI 

– Authority Format Identifier field

ARS 

– Administrative Region Selector field

ARTCC 
– Air Route Traffic Control Center

ATC 

– Air Traffic Control

ATSC 

– Air Traffic Services Communications

ATN 

– Aeronautical Telecommunications Network

BIS

– Boundary Intermediate System

CIPT 

– Communications Integrated Product Team

CLNP 

– Connectionless Network Protocol

CLNS 

– Connectionless Network Service

CM 

– Context Management

COTP 

– Connection Oriented Transport Protocol

CPDLC 
– Controller-Pilot Data Link Communications

DLAP 

– Data Link Application Processor

ES 

– End System

FAA 

– Federal Aviation Administration

FDDI 

– Fiber Distributed Data Interface

HCS 

– Host Computer System

HID 

– Host Interface Device

HNL 

– HID NAS LAN

ICAO 

– International Civil Aviation Authority

IDI 

– Initial Domain Identifier

IDRP 

– Inter-Domain Routing Protocol

IRD 

– Interface Requirements Document

IS 

– Intermediate System

LAN 

– Local Area Network

NAS 

– National Airspace System

NPDU 

– Network Protocol Data Unit

NSAP

– Network Service Access Point

PSN 

– Packet Switched Network

RD 

– Routing Domain

RDF 

– Routing Domain Format field

SARPS 
– Standards and Recommended Practices

SNDCF 
– Subnetwork Dependent Convergence Function

TSM 

– Telecommunications System Management

ULCS 

– Upper Layer Communications Service

VDL-2 

– VHF Data Link Mode 2

VER 

– Version field

VHF 

– Very High Frequency
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