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SUMMARY

This Working Paper is the contribution of the French STNA to the definition of an SNDCF for using an IP network as a subnetwork suitable for ATN communications.
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1 Introduction

During the ATNP WGB meeting at Honolulu, March 2001, it was decided to progress the inclusion of an IP SNDCF into the ATN ICS SARPs.

This document provides some technical inputs on this subject, contributed by the French STNA, to the Gatwick working session planed June 2001.

This document expresses STNA opinion on the following subjects:

· Objective of pushing an IP SNDCF into the SARPs.

· References of working papers already produced on the subject.

· Two possible approaches on specifying the IP SNDCF

· Routing considerations related to the use of an IP SNDCF

2 Objective of an IP SNDCF

Today, the ATSOs private networks as well as many public networks are X.25 based. The internal infrastructure of those networks may be based on other protocols such as e.g. ATM. Use of the ATN ISO 8208 SNCDF allows for use of those networks as ATN subnetworks as long as they provide X.25 access points. However, X.25 products are less and less easy to procure and maintain, and several states and organisations are considering the use of IP as a replacement of X.25. The main objective of integrating an SNDCF over IP in the ATN will then consist in the possibility for the ATN ground network to use the network service provided by an existing public or private network based on the TCP/UDP/IP protocols suite.

What is expected from IP is a network interface for exchanging datagrams with an identified remote system using a standard QOS. It is assumed that ATN specific QOS needs are still managed by the ATN TP4 and CLNP layers.

When specifying an IP SNDCF, we should keep in mind that the supplier of the system supporting the ATN BIS or ES function could generally procure an IP communication layer. The advantage of an IP SNDCF would be less acceptable if implying the implementation of the whole IP layer. Thus, the IP SNDCF should provide a cost-efficient access to an IP network without relying on IP functions that are not widely spread among all existing IP implementations.

An alternate way for operating ATN over IP would be to use the 'Virtual LAN' function provided by some equipment manufacturers. This solution has the advantage of being compatible with the actual ICS SARPs. It has the important drawback of being manufacturer specific. As a consequence of these two points, this solution has not been investigated by STNA.

3 Reference papers

The following list references papers that have been used to produce this document.

EON
RFC 1070 – Use of the Internet as a Subnetwork for Experimentation with the OSI Network layer.

IPV4
RFC 0971 – Internet Protocol Specification.

IPV6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

IPV6_ADDR
RFC 2373 – Internet Protocol, Version 6 (IPv6) Specification

NB
RFC 1700 – Assigned Numbers

UDP
RFC 0768 – User Datagram Protocol

4 Two possible approaches for an SNDCF over IP

4.1 Introduction

The STNA has selected for experimentation of an IP SNDCF the approach that appears to be the most intuitive: providing the connectionless subnetwork service expected by the CLNP layer (and possibly ES-IS and IS-IS) through the use of the IP (or possibly UDP) datagram interface available on most computers.

This document focuses on the use of IP version 4 (IPv4), because the STNA has currently no resources for experimenting an IP version 6 (Ipv6) infrastructure. However, it is anticipated that the solutions described below may work above Ipv6. However, inter-operations issues between Ipv4 and Ipv6 need to be addressed.

It may be noted that both IP and UDP provide a connectionless service (transmission and reception of datagrams) corresponding to the expectation of CLNP.

The IPv4 protocol provides the following functionality, through the overhead of a 20 bytes header (without options):

· Network system addressing: IPv4 identifies every SNPA through a 4 bytes address (a distinct address is generally assigned for every subnetwork access). An IP address may be derived from the corresponding hostname using a local or distributed translation service.

· Protocol identification: users of IP layers are multiplexed according to an upper level protocol identifier. This function allows the co-existence of several protocols above IP, for instance TCP, UDP and ICMP. Specific protocol identifiers may be allocated for implementing specific user protocols: this is the case of EON, for instance.

· As a consequence, a particular dialogue above IP is identified by three addressing parameters: protocol-identifier, local IP address, and remote IP address.

· Segmentation and re-assembly: IPv4 is able to segment user-datagrams on transmission and reassemble them on reception before delivery to the recipient. However, it is highly desirable that segmentation and re-assembly be performed at the CLNP level, because of the interactions of the CLNP re-assembly function with the Transport layer congestion algorithm in the ATN.

· Detection of errors: some IP header fields, such as the header checksum, permit limited detection of errors.

The UDP protocol relies on IP and adds the following functions, through the overhead of a 8 bytes header:

· Addressing of multiple users: a port is assigned to every user (local user and remote user). When the knowledge of how to reach a particular user is required 'a-priori', a specific port (well-known port) is assigned to it.

· As a consequence, a particular dialogue above UDP is identified by four addressing parameters: local port, local IP address remote port, remote IP address.

· Detection of errors: UDP optionally computes a checksum over the entire datagram (on transmission) and checks it (on reception). This permits detection of (most) errors in the UDP header as well as in the user-data (while the IP checksum only covers the IP header).

The justification of using UDP rather than IP is not technical, because the extra services provided by UDP are not necessary for the ATN. But the IP interface may not be available on all computers, or may suffer some restrictions (e.g. on UNIX, super-user privilege is required for accessing IP; this is primarily because IP is seen as a control rather than a communication interface). On the other hand, any host supporting the IP protocol suite provides an UDP interface. This advantage may compensate the extra 8 bytes overhead of using UDP.

4.2 SNDCF with direct access to IP

The first proposed architecture relies on an IP datagram interface, as indicated below:
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This architecture requires specification on the following points:

· Encapsulation of ISO datagrams (CLNP and possibly ES-IS / IS-IS) in IP datagrams: every ISO datagram is sent in the user-data part of an IP datagram. Therefore, encapsulation is implicit.

The parameter of the SN-UNITDATA-Req/Ind, on which CLNP relies, may be mapped to IP in the following way:

SN-Source-Address
IP address of the interface to the Internet (32 bits for IPv4, 128 bits for IPv6).

SN-Destination-Address
The IP addresses assigned to the remote system (32 bits for IPv4, 128 bits for IPv6).
Note: a particular system may have several assigned addresses, one per interface.

SN-Quality-of-Service
CLNP manages the following QOS parameters:
– transit-delay.
– protection.
– cost determinant.
– residual error.
– priority.

The IPv4 TOS (Type Of Service) field is able to convey the following type of information:
– Normal or Low Delay.
– Normal or High Throughput.
– Normal or High Reliability.
– 7 levels of precedence.

An intuitive mapping would be:
– CLNP transit-delay
–> IP TOS delay.
– protection.

Not mapped (dropped).
– cost determinant
Not mapped (dropped).
– residual error

–> IP TOS Reliability.
– priority

–> IP TOS precedence or Not mapped.
Note:
Mapping CLNP priority (15 bands) to IP TOS (8 bands) would require specifying a band to band mapping.

Note : according to the IPv6 draft standard, the IPV6 “Traffic-class” field is the equivalent of the IPv4 TOS. However, the exact set of values supported by the Traffic-class is not yet defined.

SN-userdata
Contain the whole ISO datagram.

Implementers note:

1) On some hosts (e.g. UNIX), IP is accessed in raw mode. This means that the whole IP datagram (IP header + IP user-data) is given back to the IP user (i.e. IP SNDCF). Thus, in such situations, the IP SNDCF shall decode the IP header for retrieving the conveyed ISO datagram.

2) Access to IP may require specific privilege (e.g. begin super-user on UNIX). This constraint may not be acceptable for the entity that operates a BIS or an ES.

3) Parameterisation of the IP TOS may not be available over all systems. Therefore, the ATN specification should not rely strongly on this field.

· Assignation of an IP protocol identifier to the ATN SNDCF over IP. This requires contacting the Internet Assigned Numbers Authority (see paper referenced [NB]).

· Specification of a Datalink Block Size for the IP subnetwork: this is the maximum size of a datagram that may be sent over IP without requiring segmentation at the CLNP level. Below this threshold, segmentation if needed is performed inside the IP network; above this threshold, it is performed by the ATN CLNP. As indicated above, since segmentation interacts with the ATN transport layer congestion management, segmentation in CLNP should be favoured. On the other hand, using a small Datalink Block Size prevents using efficiently the subnetwork medium.

4.3 SNDCF with indirect access to IP through UDP

The second proposed architecture rely on an UDP datagram interface, as indicated below:
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This architecture requires specification on the following points:

· Assignation of an UDP well-known port to the ATN SNDCF over UDP. This requires contacting the Internet Assigned Numbers Authority (see paper referenced [NB]).

· Encapsulation of ISO datagrams (CLNP and possibly ES-IS / IS-IS) in UDP datagrams: every ISO datagram is sent in the user-data part of an UDP datagram. Since the UDP source and destination port is statically assigned, an UDP address is practically equivalent to an IP address.

The parameter of the SN-UNITDATA-Req/Ind may be mapped to UDP/IP in the same way as for IP. However, this requires that the IP TOS can be parameterised through the UDP interface, which is unlikely.

· Specification of a Datalink Block Size for the UDP/IP subnetwork: same rationales as for IP.

Use of UDP have the STNA preference, because the UDP interface is naturally exposed by any system, while the IP interface, when available, suffers some restrictions that may prevent (or limit) its usage in an operational environment.

5 Routing considerations

5.1 Inter-domain routing

The ATN ICS SARPs mainly deal with inter-connection of systems located in different domains.

IDRP connections over IP have the same characteristics than IDRP connections over LAN subnetworks. More particularly, since the underlying subnetwork is connectionless, there is no mean to detect a loss of connectivity at the subnetwork level. Hence, it is useless to implement subnetwork path redundancy over such subnetworks, since there is no way to known which path is available and which is not. A loss of connectivity is detected only by IDRP (detection of inactivity through use of IDRP KEEPALIVE PDU). Moreover, IDRP timers over an IP adjacency should be tuned accordingly.

It shall be noted that ISO 8208 subnetworks notify their user of a connectivity loss allowing the CLNP implementation to handled it appropriately (although neither the ATN ICS SARPs, nor the ISO 8473 standard specify how to handle it). 

Strictly speaking, only the Mobile SNDCF is specified to handle the loss of connectivity: when the last mobile connection to a particular remote system is closed a Leave-event is generated to the IS-SME, and the associated IDRP connection is closed.

Suitability of IP as an ATN subnetwork for inter-domain purpose is highly dependent on the Quality Of Service that can be guaranteed by the underlying IP network.

5.2 Intra-domain routing

5.2.1 Introduction

Although the ATN ICS SARPs do not make any recommendation on how to implement intra-domain routing, it may be interesting to investigate the way intra-domain routing is performed over IP subnetworks.

According to IS-IS, existing subnetworks may be split into three categories:

· A broadcast subnetwork connects several systems together and provides some means (multicast or broadcast) to address simultaneously a subset (or all) systems, without particular knowledge of their subnetwork address (even their existence). This feature makes such subnetworks particularly suitable for routing protocols that use dynamic discovery (ES-IS and IS-IS).

· A point-to-point subnetwork connects two systems. Such subnetwork is equivalent to a broadcast subnetwork with only two systems connected. Hence, dynamic discovery of the type of the other system is possible, and ES-IS and IS-IS protocols offers the same level of service for point-to-point subnetworks as for broadcast ones.

· A general topology subnetwork connects several systems together, but does not offer a means to autonomously discover other systems located on the subnetwork (although it may be possible to use the service of a central server, e.g. ISO-10030 SNARE, for this purpose). Practically, use of general topology implies performing static routing.

According to the classification performed above, an IP subnetwork cannot be classified as a broadcast subnetwork since there is no mean to address a particular subset of systems spread over the Internet (IP only permits broadcasting between systems located on the same link).

Hence, an IP subnetwork may be operated either as a point-to-point subnetwork (P2P), or as a general topology (GT). Each mode as its advantages and drawback, as indicated in the following paragraphs.

5.2.2 Dynamic routing using ES-IS or IS-IS

Operation of ES-IS or IS-IS over IP is made possible by adopting a point-to-point topology. In this case, every possible dialog between pairs of ATN systems is declared 'a priori' by administration. Hence, when the dialog is activated (by administration), the routing protocol of any system attempts to establish a dynamic adjacency over IP with the system at the other end of the (emulated) point-to-point link. Once this adjacency is established, it is monitored by the routing protocols, and participates into the network level routing.

This method provides the advantage of a connected subnetwork (monitoring the adjacent system) on a connectionless subnetwork. Resiliency at the network level is managed efficiently since routes to destination reachable through IP are created/removed dynamically according to the adjacency status of the next-hop system.

5.2.3 Static routing

Anyway, it should be always possible to perform static routing in both topologies supported over IP (GT or P2P).

Static routing has the advantage of being simple to implement. But it has also some important drawbacks:

· Using static routing over IP, there is no mean to assess the reachability of the destination systems (this is what routing protocols usually do). Hence, the conjunction of static routing and a connectionless subnetwork service makes it difficult to support some kind of resiliency over the IP subnetwork, or between an IP subnetwork and another type of subnetwork (e.g. WAN or LAN).

· Static routing over an important network topology requires a significant administration effort. It also limits the scalability of the whole network.

6 CONCLUSION

In developing  an IP SNDCF, due care must be taken to explain in which conditions an IP network can be used as an ATN subnetwork. Although that may be considered as an implementation issue, the possibility to use either the 8208 SNDCF on an X.25 network or the IP SNDCF on an IP network for inter-domain BIS-BIS interconnection will lead to the need of a bi-lateral agreement between the authorities that administer the two routing domains for the choice of the underlying subnetwork. However, considering that the existing X.25 networks will probably be replaced by other technologies in the next 5 to 10 years, IP seems a good candidate to offer the most commonly spread interface to those new networks.

After analysing the way an SNDCF could be defined for access to IP networks, we would like SG-B1 to favour the approach of an SNDCF over UDP in order to facilitate the implementation over existing commercial systems.
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