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SUMMARY

The ICAO SARPs for (e.g.) VDL Mode2 are primarily concerned with Air/Ground Communications and only discuss the ground network that must support the Air/Ground Service from the viewpoint of Air/Ground Communications. There is no complete specification of a Ground Network to support any VDL Mode in the ICAO SARPs. Instead, we must infer the organisation of the ground network from a reading of the SARPs. There is no unique ground network architecture and it is really a matter of choosing the most suitable approach for a given deployment. This presentation looks at the ground network architecture that most obviously results from the SARPs – an X.25 network – and sees how this can be improved upon by an IP based ground network transferring encapsulated CLNP packets
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The ICAO SARPs specify that VDL Modes 1 and 2 provide an X.25 Network Access Service to airborne systems. This service enables them to establish virtual circuits with ground based systems (both ATN Air/Ground Routers and other systems) and permits bi-directional data transfer across such virtual circuits. Such virtual circuits exist only until Handoff to a new Ground Station when they must be re-established via the new Ground Station.

It thus seems natural that the ground network should be an X.25 compliant network and that air/ground communication is a simple extension of a Network Access Point over an air/ground data link. 

Such a ground network may also support other communications requirements, including the transport of AOA messages over the ground network between Ground Stations and an ACARS message switch, and management communications with the “VME/LME”. Note that AOA is “out of band” as far as the X.25 Air/Ground service is concerned, but that does not prevent ACARS messages being relayed to the message switch over an X.25 virtual circuit between it and the Ground Station.
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When an X.25 XE "X.25:in ground network" \* MERGEFORMAT  network is used as the VDL Ground Network, you would expect to find the architecture illustrated in the figure.

At each Ground Station some kind of “Control Unit” is expected – we have called this here the Ground Station Control Unit XE "Ground Station Control Unit:introduced" \* MERGEFORMAT  (GSCU)
. This GSCU is an X.25 Interworking Unit (IWU) that provides a bridge between the ground network and the Air/Ground communications service. The GSCU will also contain the AOA support functions and part of the VDL Network Management functions.

However, there are many aspects of VDL network management that have to be co-ordinated between Ground Stations. The VDL SARPs describe the VDL Management Entity (VME) and the Link Management Entity (LME) for this purpose. As these functions co-ordinate Handoff and may make network-wide decisions on how aircraft are distributed between Ground Stations, it is likely that at least some parts of these functions will be centralised and for such reasons, the figure also shows a central VDL Control Station hosting such functions. X.25 virtual circuits may well be set up between the GSCUs and this Control Station in order to exchange network management commands and information.

To provide an ATN Service at least one ATN Air/Ground Router XE "Air/Ground Router" \* MERGEFORMAT  is required. This does not have to be located at any Ground Station and can be a centrally provided function. There can also be more than one Air/Ground Router – perhaps serving geographical regions, or each taking a proportion of the overall load.

The Air/Ground Routers communicate with aircraft over X.25 virtual circuits. Each such virtual circuit has an Air/Ground component and a Ground/Ground component with the GSCU IWU providing the linkage between the two components.

Finally, to provide the ACARS service, an ACARS Message Switch will need to be connected to the ground network. The same system may well support both the AOA service and an ARINC 637A based service. In the former case, it should be expected that an X.25 virtual circuit links each GSCU to the ACARS Message Switch and that ACARS format messages are transferred over that virtual circuit. In the latter case, communication is via the ATN Air/Ground Router; the ACARS Message Switch is just another ATN End System.
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Focusing now on the GSCU XE "Ground Station Control Unit:defined" \* MERGEFORMAT , we can see the kind of internal architecture that has to be present in such a device.

On the airborne side, there has to be an Airborne X.25 packet layer
 and AVLC, and there may also be the MAC level components – although it is more likely that MAC layer functions will be integrated with the RF stages.

On the ground side there is the standard X.25 packet layer and HDLC link layer providing access to the Ground X.25 network. 

Note that, following the SARPs, the airborne X.25 packet layer will take the DCE role while on the ground side, it is probable that the GSCU will take on the DTE role.

To act as a bridge between the airborne and ground X.25 networks, an Interworking Unit (IWU) is required. This function is well described in ISO/IEC TR 10029, although it is additionally required to map between the VDL Specific Addressing used on the Air/Ground side to the actual X.121 DTE Address assigned to each Air/Ground Router.

A similar bridge or relay function is required for AOA XE "AOA:in ground stations" \* MERGEFORMAT . On the Air/Ground side, AOA transports ACARS messages directly over the AVLC while, on the ground side, it is likely that AOA messages will be transported to an ACARS message switch over an X.25 virtual circuit between each GSCU and the message switch.

The remaining functionality within the GSCU is concerned with management of the VDL communications service. A Management and Control function will be needed to receive downlink XID frames and respond to them as well as generation of the GSIF. This function will have to interact with some central control function and other Ground Stations – either directly or via the central control function. Again, X.25 virtual circuits should be expected to support such dialogs.
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The ICAO VDL SARPs demand the existence of a VDL Management Entity (VME XE "VME:in ground environment" \* MERGEFORMAT ) and a Link Management Entity (LME XE "LME:in ground environment" \* MERGEFORMAT ). These are architectural entities upon which requirements are placed for management of the network as a whole and management of the relationship with a given aircraft, respectively. On the ground, there is a single VME while there is an LME per aircraft currently using the network.

The ICAO SARPs do not mandate how these entities are actually implemented. The implementation may be entirely distributed (to each Ground Station) or centralised on a single control system. It is an implementation decision as to which approach is preferred. However, regardless of the approach taken, it will be necessary on many occasions to determine quickly which Ground Station currently provides the data link to a given aircraft. This is needed on Handoff and whenever a packet needs to be uplinked to an aircraft (ATN functions manage this part – but AOA may be another matter).

This requirement to determine quickly where an aircraft is located argues for at least some central database, especially in the context of an X.25 ground network where virtual circuits are point-to-point and broadcast of information (e.g. to request which ground station currently serves a given aircraft) is not readily possible. Furthermore, as aircraft numbers grow and there is an increasing need to actively manage the aircraft in respect of which Ground Station and/or frequency each uses, some sort of central management control station becomes increasingly necessary.

In practice there will be a certain amount of distribution of functionality for robustness and a certain amount of centralisation for performance reasons. The central control station will implement some or all of the VME and LME requirements and participate in both Link Establishment and Handoff, frequency management and in the distribution of aircraft to Ground Stations.
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One or more Air/Ground Routers are required to support ATN communications and these will follow the standard pattern for an ATN Air/Ground Router.

The most important feature is the ATN’s Mobile SNDCF. This supports the negotiation and use of data compression over the Air/Ground Datalink. The ATN Mobile SNDCF is predicated on X.25 and is the user of the X.25 ground network interface. Data compression is negotiated with its airborne peer and compressed data is transferred between Airborne and Air/Ground Routers over the virtual circuit maintained between an aircraft and an Air/Ground Router through the GSCU.

Otherwise, the Air/Ground Router XE "Air/Ground Router" \* MERGEFORMAT  comprises the components required by the SARPs. These include CLNP and its routing and forwarding functions, IDRP, the IS-SME and access to other subnetworks, as required.

As a router, the Air/Ground Router will route uplink packets to the appropriate aircraft and downlink packets to the next hop on the path to their destination. This can be via the same X.25 ground network as used to link Air/Ground Router and Airborne Router. However, there is no possibility of optimising such routes as the packets must always pass through the compression functions contained in the Air/Ground Router.
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In order to support ACARS XE "ACARS" \* MERGEFORMAT  messaging, an ACARS Message Switch XE "ACARS Message Switch" \* MERGEFORMAT  must also be connected to the Ground Stations. For support of AOA it is possible that this could be via a totally separate network – and this may well be the case when upgrading an existing ACARS installation. However, it can also be via the same X.25 ground network that supports ATN communications and VDL network management.

Illustrated here are the components that have to be present in an ACARS Message switch to support both AOA and ARINC 637A based ACARS messaging.

Common to both approaches is the X.25 packet layer and HDLC functions needed to access the X.25 Ground Network. For AOA support a virtual circuit with each GSCU will probably be implemented to support the transport of ACARS messages to and from aircraft. Incoming AOA messages will need to be tagged with the 24-bit ICAO address of the sending aircraft and, likewise, outgoing AOA messages will need to be similarly tagged with the 24-bit ICAO address of the destination aircraft. This is because a GSCU may support many different aircraft and there has to be some way of readily determining which of these aircraft a message comes from or is going to.

When the ARINC 637A approach is used, a protocol stack supporting CLNP, CLTP and GACS XE "GACS" \* MERGEFORMAT  will be required. Note that this protocol stack includes only a normal X.25 SNDCF and not the Mobile SNDCF. This is because the ACARS Message Switch will normally be separate to the Air/Ground Router and the Mobile SNDCF is only present in an Air/Ground Router. ATN packets will always be routed via the Air/Ground Router where they are compressed for transit over the air/ground data link.

In either case, downlink ACARS messages will arrive with the 24-bit ICAO Aircraft address of the sending aircraft. The ACARS message itself contains the Flight ID or Tail Number of the aircraft and this is used to determine the destination airline (for the message). 

Uplink ACARS messages (received from airlines) similarly have the Flight ID or Tail Number as the destination address, and the ACARS message switch will need to have some means of determining to which aircraft the message should be sent. The only mechanism it has is to correlate the uplink with earlier downlinks, and to uplink the message to the same aircraft that had earlier sent a downlink message with the same Flight ID or Tail Number. Thus the ACARS Message switch will need to maintain a database of uplink routing information created and updated by recording the Flight ID and/or Tail Number and sending the 24-bit Aircraft Address associated with each downlink message. This database is then looked up for each uplink and used to determine the GSCU and 24-bit aircraft address to use.

As aircraft can move between GSCUs (i.e. after a Handoff), in order to support AOA messaging, the ACARS Message Switch will also need to be told when Handoff takes place, so that it can update this database. This may be either by an advisory message from the GSCU or the central control station.
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X.25 XE "X.25:issues" \* MERGEFORMAT  has been around for a quarter of a century and is certainly no longer a “mainstream” communications service. It has been largely replaced now by fast packet switching services such as Frame Relay, broadband services such as the Asynchronous Transfer Mode (ATM), and IP Internets. It should be expected that X.25 packet switches will become increasingly difficult to obtain and comparatively expensive as the user base shrinks. It is not really a good idea to base a new network on X.25.

In addition, each X.25 virtual circuit places a load on the Air/Ground Router and there is a practical limit to the number of virtual circuits and hence aircraft that each Air/Ground Router can support. As Air/Ground Routers are typically based on Workstation architectures the number of virtual circuits is limited (perhaps less than 100) and this can also be an issue.

Alternative ground network architectures may thus be desirable.
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The ARINC XE "ARINC:VDL2 Ground Architecture"\b \* MERGEFORMAT  network is providing an early example of how a ground network in support of VDL Mode 2 can be provided.

ARINC have deployed a network of CISCO CLNP Routers to provide the ground infrastructure. Various networks can be used to link these routers and may include LANs and as well as Wide Area Networks. However, the CISCO Routers cannot interconnect the Air/Ground Routers with the Ground Stations. These still have to be X.25 circuits in order to support the Mobile SNDCF and Data Compression.

ARINC avoid the overhead associated with X.25 virtual circuits by moving the Air/Ground Routers closer to the Ground Station. Each Air/Ground Router is directly connected to a small cluster of Ground Stations and every time that an aircraft moves between Ground Stations it must change the Air/Ground Router it is using.

The CISCO Routers form a single Routing Domain and communicate routing information between themselves using the IS-IS routing information exchange protocol. They can route CLNP packets between the Air/Ground and Ground/Ground Routers belonging to ARINC or its customers but cannot  route packets addressed to other destinations (e.g. aircraft and End Systems in a customer’s Routing Domain). In order to overcome this limitation, CLNP packets destined for remote destinations have to be encapsulated within another CLNP packet addressed to an ATN Router connected to the CISCO Routers before they can be passed through this network. This is a standard procedure but does add an overhead.

It is understood that AOA messages do not pass over this network but are instead handled by the original communications network serving ARINC ACARS Ground Stations.
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Another alternative currently being researched is to use an IP XE "IP:in the VDL2 ground environment" \* MERGEFORMAT  Internet instead of the X.25 Ground Network. This is a popular alternative because IP networks are now widely available and cheap to deploy for ground-ground communications.

One way of doing this would be to use the IP Internet in the same way that ARINC use the network of CLNP Routers and encapsulate the CLNP packets in IP instead of CLNP. This would be a workable approach. However, the ARINC approach requires that every time an aircraft moves between a Ground Station cluster, it also has to change the Air/Ground Router. This results in a high level of IDRP Routing Updates. It would be better if this can be avoided. However, this will require that communication between the Air/Ground Router and the GSCU takes place over the IP Internet which has clear implications for the Mobile SNDCF and data compression algorithms.
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The biggest impact of moving to an IP Internet whilst keeping the Air/Ground Router remote from the Ground Station is that the Mobile SNDCF has to be moved into the GSCU. This is because the X.25 virtual circuit now ends here and the Mobile SNDCF must operate over an X.25 virtual circuit. This has the advantage of off-loading this overhead from the Air/Ground Router and distributing it to each Ground Station – each of which deals with a limited number of aircraft.

The GSCU is therefore relaying uncompressed CLNP packets which it must encapsulate within an IP packet in order to send them to (or receive them from) the Air/Ground Router.

Otherwise, the architecture is little changed. AOA XE "AOA" \* MERGEFORMAT  communications with the ACARS Message Switch would now be expected to use a TCP/IP connection rather than an X.25 Virtual Circuit and, similarly, Management and Control communications would also use TCP or the more lightweight UDP.
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The Air/Ground Router is simplified by the introduction of an IP Internet.

The Mobile SNDCF has been moved to the GSCU leaving the Air/Ground Router to handle uncompressed CLNP packets encapsulated in IP packets. This has considerably reduced the load on the Air/Ground Router.
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The impact on the ACARS Message switch XE "ACARS Message switch" \* MERGEFORMAT  is less obvious. The X.25 subnetwork access is replaced with an IP Network access function, and the X.25 SNDCF is in consequence replaced with an IP SNDCF. 

AOA communications is now expected to use a TCP/IP connection instead of an X.25 connection.
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The principle of CLNP XE "CLNP over IP"\b \* MERGEFORMAT  encapsulation within IP is not new and is well documented in IETF RFC 1070. This RFC describes the encapsulation mechanism and how CLNP payloads are differentiated from (e.g.) TCP payloads.

The RFC also describes an address mapping. However, this is not necessary here. The IP Internet is being used as a CLNP subnetwork and CLNP packets are being routed over it. Thus IP Addresses can be treated as subnetwork addresses in the same way that X.25 DTE Addresses are handled with no mapping needed.

The forwarding of downlink CLNP (and other packets such as ISH PDUs) by the GSCU is straightforward. They are, by default, forwarded to the Air/Ground Router and the GSCU needs to know only a priori the IP Address on which the Air/Ground Router is located. It will thus simply encapsulate each downlink packet received and address it to the IP Address of the Air/Ground Router.

When such a packet is received by the Air/Ground Router, the IP Header is removed and the packet is handled identically to the way it is handled when it is received via an X.25 or any other subnetwork.

However, uplink packets are more awkward to handle. The Air/Ground Router will be able to route them to the appropriate GSCU. It is a Router and has access to the necessary routing information. However, when the packet arrives at the GSCU, unless the GSCU also has access to the same routing information, it will not be able to determine by simple inspection of the CLNP PDU’s destination address to which of the aircraft it currently serves, the packet should be forwarded.

The simplest answer is to tag the packet sent by the Air/Ground Router with information that identifies the destination aircraft. The GSCU can then forward it correctly without the need to keep additional routing information. This tag could be encoded as an extended header, but a simpler and more practical means is probably to use an IP Addressing convention.

IP Address aliasing is a technique used in (e.g.) Web Servers to make one End System appear as many different “Virtual End Systems”. Such a system has many different alias IP Addresses, any of which can be used to send a packet to that system. When the packet arrives the particular alias IP Address used as the destination address can then be used to determine how it is processed. For example, a Web Server hosting many web sites can use the incoming IP Address to determine to which web site the packet is intended.

In this case, IP aliasing can be used to distinguish between the different aircraft.
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To understand how IP Aliasing XE "IP Aliasing" \* MERGEFORMAT  can be used to correctly forward uplink packets, we need first to look at how downlink packets are handled.

The first downlink from an aircraft is required by the SARPs to be an ISH PDU. This uniquely identifies the airborne router and its capabilities. When an AVLC datalink and X.25 virtual circuit is established, the ISH PDU is downlinked in the call user data. It is then encapsulated in an IP packet and sent to the Air/Ground Router.

When the datalink is established, the GSCU will associate with it an IP Alias address. To do this it must have available to it a “pool” of IP Addresses which are all alias addresses for the GSCU. This IP Alias Address becomes associated with the datalink and hence aircraft and is used as the source address for the IP packet that conveys the ISH PDU to the Air/Ground Router. The relationship between a given IP Alias Address and an aircraft is always one-to-one, i.e. for a period of time a given IP Alias Address uniquely identifies the associated aircraft.

This same IP Address is now used as the source IP address for all subsequent CLNP PDUs downlinked from the same aircraft and forwarded over the IP Internet.

When the packet containing the ISH PDU arrives at the Air/Ground Router, the ISH PDU is extracted and causes (as is usual) an entry to be made in the Air/Ground Router’s forwarding table. This entry will cause CLNP PDUs addressed to the NET encoded in the ISH PDU to be forwarded over the IP Network to the source IP Address found in the IP packet that conveyed the ISH PDU. This is normal semantics for an ISH PDU received over a given subnetwork and achieves exactly what we want.

In normal ATN operation, an IDRP connection is now initiated by the Air/Ground Router. The open BIS PDU is addressed to the NET encoded in the ISH PDU and the entry in the forwarding table will ensure that the CLNP PDU containing the BIS PDU is forwarded over the IP Internet and to the IP Address that has been associated with the aircraft. They will thus be delivered to the correct GSCU.

Note that when IDRP routes are received from the aircraft, the forwarding table entry uses the same IP Address as received on the original ISH PDU thus ensuring correct routing of data.
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On the uplink side, the principle is simple enough. Whenever a packet is received by the GSCU over the IP Internet, if the packet encapsulates a CLNP PDU (determined from the protocol identifier), the destination IP Address is inspected, the associated aircraft is identified, and the decapsulated PDU queued for uplink after compression by the mobile SNDCF.

When the datalink terminates, the associated IP Address can be returned to the “pool” of available IP Addresses after some quarantine period has expired.
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Handoff XE "Handoff:in the ground environment" \* MERGEFORMAT  is a significant part of this process. When a VDL2 Handoff occurs, a new datalink is established via a different Ground Station and a new IP Alias address will be assigned to this new datalink (from the pool of IP Addresses assigned to the new Ground Station).

A new X.25 virtual circuit has to be established as part of Handoff with the aircraft’s ISH PDU downlinked as part of this exchange. As with datalink establishment, this ISH PDU is then forwarded to the Air/Ground Router with the newly assigned IP Alias Address as its source address.

When this ISH PDU is received, the Air/Ground Router now needs to recognise that it has received an ISH PDU with a NET for which it already has a forwarding table entry, but from a different source IP Address. The forwarding table entry and IDRP derived routing information from the aircraft now need to be updated with the newly assigned IP Address. CLNP PDUs will now be forwarded to the correct GSCU following Handoff.

Note that when the Air/Ground Router is unchanged, the LREF compression state information is usually expected to be carried forward on a handoff. As the Mobile SNDCF is now in the GSCU, this is only possible if this information is forwarded from one GSCU to the other as part of the Handoff process.
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This approach can be readily optimised to avoid having to forward every packet through the Air/Ground Router when the destination is also on the IP Network (e.g. the ACARS Message Switch).

The ISH PDU is part of the ES-IS protocol defined in ISO/IEC 9542. This protocol also includes a redirection mechanism which allows a Router to inform a sender about a better and more direct route i.e. other than via itself. This is accomplished by a Redirect (RD) PDU sent from the router to the sender of a packet that is forwarded on the same subnetwork to that on which it was received. The RD PDU tells the sender the subnetwork address (i.e. IP Address) that it should be using for direct routing.

This approach can be readily used here. When a packet is received from a GSCU that is then forwarded on the same IP network (e.g. to the ACARS Messsage Switch), a redirect can be sent back to the GSCU telling it that for this specific CLNP destination address it should use whatever IP Address is assigned to the ACARS Messsage Switch. This information can then be cached by the GSCU and used on subsequent forwarding decisions over-riding the default for that destination address.

Likewise, when a packet is forwarded to an aircraft using an IP Alias Address, the original sender (e.g. the ACARS Message Switch) can be redirected to the current IP Alias Address.

This second case is complicated by Handoff and the consequential change of IP Address associated with an aircraft. This situation will resolve itself as redirections only have a limited period of validity and the old GSCU should anyway forward packets sent to quarantined IP Alias Addresses back to the Air/Ground Router. However, it is possible to optimise this scenario provided the Air/Ground Router remembers all current redirections. It can then readily “refresh” an earlier redirection to an aircraft whenever the associated IP Alias Address changes (i.e. on Handoff).

The result of this is that the Air/Ground Router now becomes largely a route server responsible for maintaining Air/Ground Routing while data generally takes the most direct route through the ground internet. Ultimately much more efficient than an X.25 based approach.
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The VDL SARPs only give us a limited idea of how the supporting ground network should look, but do tend to imply that an X.25 network should be used.

This appears to be workable but has issues associated with both obsolescence and the load that is placed on the Air/Ground Router.

Other approaches are possible and the use of an IP ground Internet appears to be very practicable. This approach makes use of much current generation equipment, offloads much of the overhead from the Air/Ground Router and permits optimisation of routing in the ground environment.

Some might take this as an argument that IP should also be used over the Air/Ground network. However, it should be observed that considerable investment has been made in developing a common standard for air/ground operations and in equipment development and certification. The approach outlined here preserves this investment whilst making full use of commercially available equipment in the ground environment. 

� Note that the GSCU is not described in SARPs. It has been introduced here in order to give a name to a local processing engine at a Ground Station.


� It should be recalled that there are some detailed differences between this X.25 packet layer and the standard X.25 packet layer.





