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SUMMARY

This Working Paper is the contribution of the French STNA to the definition of an SNDCF for using an IP network as a subnetwork suitable for ATN communications.

This document process some actions assigned during the 3nd SGB1 meeting held in Phuket (Thaïland) during March 2002
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1 Introduction

During the ATNP WGB meeting at Honolulu, March 2001, it was decided to progress the inclusion of an IP SNDCF into the ATN ICS SARPs.

A meeting held in NATS premises at Gatwick, UK, during June 2001 has permitted to investigate the possible ways for specifying procedures and guidelines concerning a possible SNDCF for using IP as an ATN subnetwork. During this session, a list of items requiring further investigations has been drawn-up, and actions assigned to participants for the third ATNP/SG-B1 session.

During this third session, a few items were identified as requiring some additional investigation.

The STNA took the action of investigating the following items for the fourth ATNP/SG-B1 meeting:

ACTION 3/6:
Determine extent of changes required to TP4 to cope with IP packet loss congestion management and how backward compatibility would be ensured 

ACTION 3/7:
Produce mapping algorithm for IPv6, having determined the Traffic Classes bit allocations

2 References

These Request For Comments have been used for preparing this working paper:

	COMM-REQ
	RFC 1122 – Requirements for Internet Hosts – Communication Layers

	CONG
	RFC 2581 – TCP Congestion Control

	DIFF-SRV
	RFC 2474 – Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers

	ECN
	RFC 3168 – The Addition of Explicit Congestion Notification (ECN) to IP

	IP-REQ
	RFC 1812 – Requirements for IP Version 4 Routers

	IP-V4
	RFC 791   – Internet Protocol

	IP-V6
	RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

	RED
	RFC 2309 – Recommendations on Queue Management and Congestion Avoidance in the Internet


3 Coping with IP packet loss

3.1 Introduction

Avoiding the bad effect of network congestion on the global ATN performance is an objective of the ATN TP4 specification. The current mechanism acts as following:

· At the network level, inside ATN routers on the path to the destination:

When the queue size exceeds one packet (i.e. at least one datagram already waiting to be sent), the CE bit in the QOS maintenance option of any datagram subsequently sent is set to "1", indicating that queuing is performed.

· At the transport level, in the destination system:

The ratio between datagram received with CE bit set and total number of datagram received controls the size of the credit window that the destination transport entity grants to the originating transport entity. The ratio is computed over a sampling interval corresponding to the reception of a number of datagram equal to the last granted credit window.

This congestion avoidance mechanism has the advantage of relying on accurate information from the subnetworks to avoid congestion inside routers, and any datagram loss that may result from this.

However, it suffers some drawbacks:

1) unsignalled congestion
It requires implementation of a specific function (CE bit management) inside routers. Since ATN is not yet a standard adopted by ground router manufacturers, this means that:

· either an ATN network should be constructed from ATN specific furniture (not only for BIS, but also for intra-domain routers),

· or it is acceptable to made the assumption that a careful design gives the insurance that some portion of the ATN network (mainly the intra-domain communications) would never congest. This way, occasional congestion may still be handled by the retransmit timer.

2) idle connection restart

In its current definition, the sampling interval is not related in some way to an amount of time. Hence, it is possible to obtain a very (very) big credit window with a low throughput traffic. Some unexpected congestion inside routers may result from an abrupt rising of the throughput on one or several connections after a relatively long and quiet period. As of today, such errors will be recovered on retransmit, but not credit window adaptation will be performed in this case (because most of the datagrams that would have the CE bit set are dropped).

The potential congestion problem of ATN over IP, as discussed in Phuket SG-B1 meeting, is related to the first drawback. However, the same problem may arise when going through a network made of non-ATN routers, or in more specific circumstances, when using a 'bridged' subnetwork (e.g. two Ethernet subnetwork 'bridged' by a low-speed link; however, we may consider that the design is broken in this last case).

The discussion in the next chapter focuses on the possible solutions to the first drawback, in the specific case of an ATN SNDCF over IP.

However, STNA believes that the second drawback should also be addressed by the ATNP. [CONG] specify a (quite) simple solution to this problem by resetting the credit window after an inactivity that lasted more than a Round Trip Time.

Extract from [CONG]

   A known problem with the TCP congestion control algorithms described

   above is that they allow a potentially inappropriate burst of traffic

   to be transmitted after TCP has been idle for a relatively long

   period of time.  After an idle period, TCP cannot use the ACK clock

   to strobe new segments into the network, as all the ACKs have drained

   from the network.  Therefore, as specified above, TCP can potentially

   send a cwnd-size line-rate burst into the network after an idle

   period.

   [Jac88] recommends that a TCP use slow start to restart transmission

   after a relatively long idle period.  Slow start serves to restart

   the ACK clock, just as it does at the beginning of a transfer.  This

   mechanism has been widely deployed in the following manner.  When TCP

   has not received a segment for more than one retransmission timeout,

   cwnd is reduced to the value of the restart window (RW) before

   transmission begins.

   For the purposes of this standard, we define RW = IW.

   We note that the non-standard experimental extension to TCP defined

   in [AFP98] defines RW = min(IW, cwnd), with the definition of IW

   adjusted per equation (1) above.

   Using the last time a segment was received to determine whether or

   not to decrease cwnd fails to deflate cwnd in the common case of

   persistent HTTP connections [HTH98].  In this case, a WWW server

   receives a request before transmitting data to the WWW browser.  The

   reception of the request makes the test for an idle connection fail,

   and allows the TCP to begin transmission with a possibly

   inappropriately large cwnd.

   Therefore, a TCP SHOULD set cwnd to no more than RW before beginning

   transmission if the TCP has not sent data in an interval exceeding

   the retransmission timeout.

3.2 Discussion

3.2.1 Foreword

As indicated in the previous chapter, lack of CE bit management in routers will prevent the operation of the ATN congestion management algorithm.

In this case, the receiving transport entity will constantly increase the advertised window (possibly up to an implementation dependent maximum value). Network level congestion will result in the loss of one or several datagram. 

Datagram loss is recovered by retransmission. In the assumption that the ATN retrans timer is adaptive, a datagram loss lengthens the datagram transit delay of (at least) one Round Trip Time. For an ATN implementation that supports only fixed retrans timer, this delay may be significantly greater. Although this retrans mechanism tends to limit the congestion in routers by limiting the average throughput of a connection, it lacks some smoothness (the transport connection has some chance to operate in a chaotic manner, by alternating idle interval of length RTT (retrans) with burst of DT (up to the current value of the advertised window). Retransmission of DT has no effect on the value of the advertised window.

Faced to this situation, we may envisage several possibilities, each discussed in a separate chapter.

3.2.2 Sit the SNDCF over a reliable service (e.g. on top of TCP)

Based on the assumption that congestion is managed consistently in any TCP/IPv4 or TCP/IPv6 stack, a simple solution to the ATN over IP congestion problem would consist in sitting the SNDCF over TCP, rather than over IP or UDP.

Advantage :

· No specific work for coping with the congestion problem.

· Avoid any impact in the ATN transport layer.

· Automatically benefit of all improvements made to the IP congestion management along their deployment (e.g. ECN as soon as it will be generalised in the IP world).

Drawback :

· Important protocol overhead (more than 40 bytes per datagram).

· TCP implementations usually provides poor control over protocol parameters and timers (e.g. bounds for detecting inactivity or peer not responding may be unpredictable).

· Use of TCP may drastically increase the certification cost of the ATN, even if restricting it to the ground segment.

· Complex protocol architecture. The complexity of this solution is totally useless if the IP internetwork does not suffer from congestion.

3.2.3 Extend the ATN transport layer congestion management

3.2.3.1 Relying on Slow-start / Congestion avoidance

According to [CONG], congestion is managed in the TCP/IP world by the implementation of the slow-start and congestion avoidance algorithms. These algorithms are triggered when the sending transport entity detects loss of one or several datagram.

In a first step, we may consider implementing slow-start and congestion avoidance in the ATN TP4.

Advantage :

· Handle congestion in the IP subnetwork the way it is handled by TCP, and without a significant protocol overhead.

Drawback :

· Does not completely prevent DT loss for congestion reason.

· Implementation of slow-start has an impact on ATN ES ; this may increase the deployment and certification cost of the ATN ground and air/ground segments.

· Use of these algorithms is precluded by the ICS GM (chapter 3.5.2.4)
.

· Interactions between ATN congestion management and slow-start need to be carefully investigated.

· Complexity added by slow-start may be uneasy to justify in the global framework of the ATN, since congestion management is handled appropriately in most cases by the ATN algorithm. Slow-start only deals with a very specific (and possibly rare) event.

3.2.3.2 Relying on ECN

In a second step, we may consider taking advantage of ECN, as soon as it is recognised as an official standard by equipment manufacturers.

The addition of ECN (Explicit Congestion Notification, see [ECN]), give the ability to IP routers to signal congestion to the sending system without the drawback of datagram loss. In case of congestion, the IP router send a signal to the receiving TCP (through the IP header); which in turn forward it to the sending TCP through the TCP header of any TCP PDU sent subsequently. Reception of this signal by the sending TCP trigger the slow-start as would do also a datagram loss.

Hence, in the TCP/IP world, ECN does not replace slow-start, but improves it.

Although functionally equivalent to the ATN congestion management, ECN is very different in its implementation. A single signal from ECN is sufficient to trigger the congestion management in the sending system (because the signal indicates that the router is about to congest), while an important number of signal (CE bit raised) is required in the ATN before the advertised-window is reduced. Hence, mapping of ECN signal onto ATN congestion management is not as simple as it could appear in a first approach.

Advantage :

· Handle congestion in the IP subnetwork without any datagram loss (and before network congestion occurs).

Drawback :

· ECN implies a synergy between TCP and IP; controlling ECN from a direct access to the IP interface may not be possible on all systems. On emission, requires to have control over the IPv4 Tos and IPv6 traffic class header fields. On reception, requires to be informed of the value of the two CE bits held in these fields. This practically precludes the use of the UDP interface.

· ECN relies on the slow-start at the transport level for controlling the sending rate. A different strategy should be specified in the ATN for coupling ECN with the ATN congestion management strategy (for instance, process occurrence of ECN signal as equivalent to the end of the ATN sampling interval with an important ratio of datagram with CE bit set).

· This solution relies on the provision of a particular features by commercial IP : this feature may not be available on all IP, or even may be superseded by an other feature in the future. Hence, a solution based on this feature may become useless along the time.

· This solution does not solve the congestion problem in its generality (e.g. for non ATN ISO routers).

3.2.3.3 Relying on the receiver side behaviour

3.2.3.3.1 General principle

In a last step, we may also consider a solution based on the observation of the DT sequencing on the receiver side. A loss of data due to congestion will create (at least) one gap in the sequence of received DT TPDU number. An appropriate action on this event may solve the congestion problem.

There is two issues raised by a possible reaction on DT sequence number breaks :

This may be consequent to a disordering caused by the network as well as a datagram loss. The solution should attempt to react only in the latter case.

A datagram loss may not be caused by a network congestion problem (e.g. subnetwork media error, network topology changes, including changes in ATN mobile connectivity). There is no mean to make the difference between these loss causes. Hence, the solution should be a trade off between :

· An appropriate reaction in case of loss in a non-ATN network segment (e.g. ISO or IP), sufficient to correct the problem and avoid any congestion in the near future.

· A reaction on DT loss that doesn't alter significantly the performances (e.g. throughput) of the ATN transport connections when the loss occurred in an ATN network segment (i.e. a segment where routers handle the CLNP CE bit in conformance with the ATN-ICS SARPs).

In solving the congestion problem, there is two points to investigate : 1) the way the problem is detected on the received side, and 2) the way it is handled. The STNA has performed some investigations (still incomplete) on these points.

3.2.3.3.2 Detection of DT loss on receiver side

1st method : relies on a timer

A possible detection method would be to (re)start a dedicated timer every time a DT that increases the perception of the sender Lower Window Edge (LWE) is received (i.e. when the AK number is increased).

This is illustrated in the figure below.
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I1 is defined as the amount of time between the reception of the last DT that increases the perception of the Lower Window Edge of the sender by the receiver and the next DT that do the same. If I1 exceeds a given value (equivalent to the retransmission time on the sender side), the receiving transport knows that the resetting event as occurred on the sender side. This may be due to :

Inactivity:
the sending system has nothing to send.

Retransmission:
the sending system has filled its sending window, while the receiver has not increased the advertised window because of some unacknowledged data.

There is still a problem to solve : the retransmission time on the sender side is not known to the receiver side ; in some cases, its value may be identical to the retransmission time computed on the receiver side. However, this is not true when the measured RTT is different in both directions. This may occurs in several circumstances : unidirectional transfer, transit-delays in both transfer directions not identical (it should be noted that this delay may depends on the data size, and on the router's load).

Possible solutions to this problem could be : 1) fix the I1 delay by administration, according to the operational conditions (may be inadequate in some circumstances), 2) attempt to compute it dynamically (smooth calculation based on the average delay between reception; may also be inadequate for erratic flows).

Advantage :

· Handle both ATN congestion management drawbacks : unsignalled congestion and idle connection restart.

· Independent from the underlying network technology.

· Upward compatible : no modification on sender side behaviour, receiver side behaviour modified but in-line with the ATN congestion management strategy.

· Disordering caused by the network is not treated as DT loss (because reordering should normally occurs within I1).

Drawback :

· I would be quite uneasy to fully specify this algorithm (more particularly, concerning the calculation of the I1 delay).

· Does not completely prevent DT loss for congestion reason.

· Non congestion related DT loss causes a reaction (while it should not; same drawback as slow-start, but mitigated).

· Implementation of this modification has an impact on ATN ES ; this may increase the deployment and certification cost of the ATN ground and air/ground segments.

2nd method : detect sequence break on subsequent DT reception

Another way of getting aware of a DT loss on receiver side consist in detecting a skip in the DT sequence numbering. This is illustrated in the figure below.
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The figure indicates two target events for this purpose :

· Event 1 is the reception of an out-of-sequence DT. Really easy to check, but processing the event requires a protection against multiple events for the same DT loss.

· Event 2 is the reception of a DT that fills-in a gap in the sequence numbering (should be the retransmitted DT). The event occurs at most once per DT loss.

Advantage :

· Independent from the underlying network technology.

· Upward compatible : no modification on sender side behaviour, receiver side behaviour modified but in-line with the ATN congestion management strategy.

Drawback :

· Does not handle the idle connection restart problem.

· Disordering caused by the network is treated as DT loss.

· Non congestion related DT loss causes a reaction (while it should not; same drawback as slow-start, but mitigated).

· Does not completely prevent DT loss for congestion reason.

· Implementation of this modification has an impact on ATN ES ; this may increase the deployment and certification cost of the ATN ground and air/ground segments. However, the suggested modification should be as simple as a few lines of code modified / added in existing implementations.

3.2.3.3.3 Reaction on DT loss detected on receiver side

As indicated above, the reaction to such event should be mitigated in order to meet the following requirements :

1) avoid congestion over non-ATN network segments. 

2) preserve performances over ATN network segments.

3) interact appropriately with the current ATN implementation. This is essential because end-to-end communications may use a path made of both ATN and non-ATN segments.

A simple solution could have been to reset the advertised window to its initial value (1) on DT loss, but it may not meet the second requirement.

A possible trade-off could consist in decreasing the advertised window by half its current value. This is what TCP performs when retransmitting a DT using the Fast Retransmit algorithm (see [CONG]).

Another solution would be to reduce the advertised window using the same factor (() as the current ATN congestion management. Although apparently consistent with the current standard, this reaction may be too weak for reacting rapidly to an unsignalled congestion somewhere in the network (hence leading to a larger number of TPDU being lost and an increased delay for recovering).

The specification of a reaction on detection of DT loss affects the advertised window, like the current ATN congestion management. ATN congestion management computes and adjusts the new window value at the end of a sampling interval, and ignore any congestion information for the next interval. The operation of both algorithms needs to be synchronised in some way to avoid any inconsistent behaviour (such as performing too frequent updates of the advertised window). A simple way to do this could consist in processing detection of DT loss as an end of sampling interval, as if an important ratio of congested datagram was detected during the sampling interval.

3.2.3.3.4 Use of fast-retransmit

As a possible improvement, for recovering from DT loss more quickly than T1, the Fast-Retransmit could be specified in the ATN. Fast-retransmit consists in the following procedures :

on receiver transport :
send a (duplicated) AK immediately when a valid, but not in sequence, DT is received.


send an AK immediately when a DT is received that fill-in a gap in the sequence of DT (i.e. recover from a loss).

on sender transport :
retransmit the first unacknowledged DT when the 3rd duplicated AK (same number and credit) is received.

The introduction of this algorithm does not bring any incompatibility between systems with and without its support, because (in brief) :

· The behaviour of a modified system is always acceptable for an unmodified system (and conversely).

· The modified system does not rely on a specific behaviour of the other system. Gaining some efficiency just requires that both systems participate in fast-retransmit.

However, efficiency of this algorithm requires operating large credit window (significantly greater than 4). Use of such a window may not be typical of ATN exchanges ; hence, utility of this algorithm in the context of the ATN still need to be proved.

Advantage :

· Shorten transport layer recovery delay in case of TPDU loss.

· Upward compatible.

Drawback :

· Improve efficiency only when sending window is important. Furthermore, this algorithm is not effective when the TPDU is lost near the Upper Window Edge (UWE).

· A TPDU loss may result in more AK generated than the current implementation does (because, using fast-retransmit, duplicated AK are not subject to the AL delay). 

· Interest for the ATN still to be proved.

3.2.3.3.5 Summary of STNA experimentations

Some experimentations have been performed (briefly) by STNA to investigate the congestion problem.

ESs in relation through a non-ATN router:

The test configuration was tailored for reproducing very easily the congestion problem without requiring an important infrastructure (only 3 nodes and two subnetworks).
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A single TP4 connection was established using extended numbering (in order to permit large window, and hence, avoid the need of setting up several simultaneous connections) and a negotiated TPDU size of 1 Kbytes.

The transport sender was asked to generate traffic at the maximum possible speed. Practically, the throughput stabilizes around 2 Kbytes (due to the 19200 Baud link).

The router was asked to never raise the CE bit (non ATN behaviour). Its maximum queue length was fixed to 20 CLNP datagrams.

The summary of the experimentations was :

A)
Without added behaviour on receiving size :

The LAN ES sending credit increase up to 25 (due to ATN congestion management on receiver side).

The RTT is in direct relation with the actual queue size in the router (therefore, increases during the test).

When reaching a sending credit of about 25, the router starts dropping (one or several) CLNP datagrams.

These datagrams are retransmitted on T1, which reached an important value due to the ever-increasing RTT.

During subsequent transfers, the credit window still continues increasing. This leads rapidly to the drop of several successive datagrams. In this case, T1 was getting even higher due to the back-off algorithm. During our test, T1 was allowed a maximum value of 30 second. This was sufficient to froze almost completely the exchange.

B)
With implementation of the DT loss detection on receiver side

The LAN ES sending credit increase up to 25 (due to ATN congestion management on receiver side).

When reaching a sending credit of about 25, the router starts dropping (one or several) CLNP datagrams.

These datagrams are retransmitted on T1 (still in relation with the RTT value).

When a DT is received which fill-in a gap, the sending credit is decreased by half its value (e.g. around 12). This is sufficient to prevent congestion until the sending credit value reaches again something like 25.

Using this modified version, the average throughput was not altered (around 2Kbytes / second).

The delay for recovering from a DT loss was usually close to 13 seconds.

The same test has been performed implementing fast-retransmit. The delay for recovering from a DT loss was usually close to 9 seconds.

The level of these experimentations does not permit to formulate any conclusion. More particularly, investigations should be made on the interactions between DT loss detection and the standard ATN congestion control algorithm, and the effect of non-congestion related DT loss.

These experimentations just indicate that it could be possible to implement a solution to the unsignalled congestion problem, if such a solution is deemed necessary by the ATN community.

ESs in relation through an ATN router:

Some tests have been performed with a similar test configuration, but CE bit management enabled (ATN behaviour) in the router.

The ATN congestion management keeps the advertised window between 4 and 7. Even with a different X.25 link speed (i.e. 64 Kbd) the result was the same. In both cases, the RTT was stable and relatively short.

Operating with credit windows larger than necessary does not improve the transport connections throughput, but may heavily load the network, and significantly increase both the RTT, and the retransmission time.

3.2.4 Limit the excursion of the advertised window and retransmission time

Based on the observations already performed in this document :

· The congestion problem mainly occurs because the advertised window cannot be accurately controlled over non-ATN network segment.

· When retransmission timer is adaptive, recovering from congestion may last a long time when consecutive DT are lost because of the exponential back-off procedure.

· Conversely, the implementation of some optional functions may increase the average throughput when faced to DT loss : adaptive retransmission time optimises the retransmission according to the measured RTT, and transport layer reordering eliminate the need for retransmitting the whole window when a single TPDU is lost. Hence, use of these functions should be highly recommended when operating above noisy or non-ATN network segments.

A possible work-around for mitigating the congestion problem without modifying the internal TP4 algorithm would consist in controlling by administration the range of value permitted for :

· the advertised window computed by the receiver transport.

· the retransmission time computed by the sending transport.

Depending on QOS needs, such limits could be implemented on a transport entity basis (same values for all connections), or on a per destination basis (different values for different connections).

The table below summarizes the interest of every proposed limit :

	Proposed parameter
	Operate on
	Interest

	Minimum retransmission value
	Sender side
	Avoid unnecessary retransmission when the RTT estimation is unreliable (e.g. very important variation or lack of valid sample for a long amount of time).

	Maximum retransmission value
	Sender side
	Limit the effect of the back-off algorithm and prevent the retransmission time reaching an unrealistic value.

	Maximum credit allowed to the peer
	Receiver side
	Mainly prevent "overflow" of the computed advertised window in the absence of congestion notification.

This parameter may also be used for limiting the advertised window to a value less than the computed value (e.g. to meet specific resources constraints).

Note : use of normal numbering limits the advertised window to a maximum value of 15. However, experimentations tend to indicates that this value is usually excessive.


Supporting these parameters does not necessarily implies a modification of the ICS-SARPs. The choice may be left to the ATN implementer ; however, the ICS-GM should assist him by indicating some rationales concerning the interest of these parameters.

3.2.5 Relies on the (sub)network QOS

The last solution discussed in this document relies on the fact that network level congestion does not necessarily happens.

Network level congestion indicates that the network resources are too limited for supporting the user demand at a given time. Most commonly encountered limitations are due to :

· link characteristics, for instance maximum throughput, inefficiency when loaded (collisions).

· equipments, for instance, limited memory size (impact on maximum queue size) or CPU weakness (impact on forwarding rate).

Either or both of the following kinds of flows may cause congestion:

· Some un-moderated flows:

Some data flows (like file transfer) have no inherent flow-control. They always attempt to use the all the available bandwidth. Such flows couldn't generally be accommodated without any congestion management at the transport level, because they saturate the communications layers. Increasing the network capacity is not a solution since these flows adapts their demand to the network capacity.

· Several simultaneous moderated flows:

A moderated data flow falls within known limits, either because its definition implies only sporadic exchange (mostly the case of the ATN applications), or because it traverses a network segment that performs some kind of congestion management. However, superposition of such flows may also lead to congestion. In this case, network design is usually able to lift any limitation, as far as the 'user-demand' in term of QOS is clearly specified. Even if the user-demand increases, simple design rules may offer scalability. However, the counterpart of this strategy is usually the deployment cost.

Advantage :

· No additional specification required. Just need to provide some Guidance Material for ATN over IP identifying the congestion problem and giving some guidelines for specifying the QOS expected from the IP subnetwork depending on the ATN applications needs (e.g. available throughput, maximum transit-delay).

· Optimal solution for IP subnetworks with infrequent loss of data and moderated data flows.

Drawback :

· Relying on this solution requires that the amount of data sent over the network does not exceed statistically the available network bandwidth.

· Nothing performed for handling (or at least mitigate) the congestion problem when it occurs.

3.3 STNA recommendation to SG-B1

In the framework of the ATN SNDCF over IP, the STNA recommends to progress the definition work without extending the TP4 specification for this purpose, and possibly writing some Guidance Material to mention the potential congestion problem and how to prevent it by careful network design considerations (i.e. QOS assessment).

The rationales for this recommendation are :

· Using an IP subnetwork for any aeronautical traffic should be acceptable only if some kind of control is achieved over the amount of data that flows through it. This precludes sharing the IP subnetwork with uncontrolled data sources. Because delivery time is usually critical for ATN applications, it would not be acceptable to operate above a congested IP subnetwork ; in such a case, the delivery time would not be predictable, and most probably would not suit the ATN needs. Hence, use of an IP subnetwork would requires a minimum QOS assessment.

· None of the proposed TP4 enhancements for coping with IP congestion are fully satisfactory, and still requires and important amount of work (definition / validation) ; they significantly add complexity to the ATN TP4 implementation and impact the ATN ES (cost / certification). Moreover, integrating these enhancements would delay the adoption of the ATN IP SNDCF. In a first approach, it could be more beneficial to recommend in ICS-GM the implementation of:

· limiting parameters for the advertised window and the retransmission time.

· adaptive retransmission time.

· transport layer reordering.

The STNA recommends considering the potential TP4 problems identified in this document (unsignalled congestion and idle connection restart) in a separate processing thread. The main question is "Do these problems require a modification of the ATN specification ? ". The subordinate question is "Which modification and how deployment of it will be planned ? "

4 Priority mapping over IP

4.1 Introduction

Mapping of the ATN network priority to the IP priority was identified at Phuket as an item requiring further specification.

4.2 Discussion

IPv4 ([IP-V4]) conveys the priority through the 3 Precedence bits in the TOS field (Type Of Service), thus delimitating 8 levels of priority.

IPv6 ([IP-V6]) has no specific support for priority, although the Traffic Class field in the first header was primarily intended for this purpose.

Emergence of a need for service discrimination in routers has conducted IETF to re-specify the semantic of these fields ([DIFF-SRV]) in order to implement differentiated services. A limited compatibility is preserved by this RFC toward the ancient Precedence semantic of the IPv4 TOS field. But [DIFF-SRV] acknowledges that most equipment manufacturers were not handling the Precedence bits in the IPv4 TOS field in a reliable way. Needs for prioritisation in routers were usually managed by proprietary solutions.

The table below propose a mapping based on the IPv4 Precedence semantic. However, this effort as a lot of chance of being useless according to the characteristics of current of future IP routers.

	Message categories
	ATN network layer priority
	IP Precedence

	Network/systems management
	14
	111 (7)

	Distress communications
	13
	111 (7)

	Urgent communications
	12
	111 (7)

	High-priority flight safety messages
	11
	110 (6)

	Normal-priority flight safety messages
	10
	110 (6)

	Meteorological communications
	9
	101 (5)

	Flight regularity communications
	8
	101 (5)

	Aeronautical information service messages
	7
	100 (4)

	Network/systems administration
	6
	100 (4)

	Aeronautical administrative messages
	5
	011 (3)

	<unassigned>
	4
	not assigned

	Urgent-priority administrative and U.N. Charter communications
	3
	011 (3)

	High-priority administrative and State/Government communications
	2
	010 (2)

	Normal-priority administrative communications
	1
	001 (1)

	Low-priority administrative & Aeronautical Passenger communications
	0
	000 (0)

	
	
	


4.3 STNA recommendation to SG-B1

As a consequence of the above, the STNA recommends to SG-B1 to avoid specification of a priority mapping when operating over IP, and to drop the ACTION 3/7.

The rationale for this recommendation is :

· Priority management through the 3 reserved bits of the IPv4 TOS field is now obsolete, and has no direct replacement. Relying on this priority semantic would not bring any benefit for the ATN.






� 	GM extract : 3.5.2.4�ADVANCE \r 12�Although widely used, the former was rejected. The slow-start algorithm probes the network until congestion occurs, when the transport entity backs off and then proceeds to probe again. It is effective when congestion is a rare event, and avoids catastrophic congestion occurring, but is inefficient on a heavily loaded network, as that network is regularly forced into a congested state during the regular “probes”. In a mobile network, such as the ATN, there is also considerable scope for the Slow-start algorithm to be confused by a mobile system changing its point of attachment. The resulting packet losses will be interpreted by the sending transport entity as an indication of a congested network, forcing a back-off state and hence resulting in a lowering of throughput.


� Extract from RFC 2474 : Although early BBN IMPs implemented the Precedence feature, early commercial routers and UNIX IP forwarding code generally did not. As networks became more complex and customer requirements grew, commercial router vendors developed ways to implement various kinds of queueing services including priority queueing, which were generally based on policies encoded in filters in the routers, which examined IP addresses, IP protocol numbers, TCP or UDP ports, and other header fields.  IP Precedence was and is among the options such filters can examine.
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