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1. Introduction

1.1 Scope

Reference [3]
 stipulates that the choice of ground-ground networks to be used as subnetworks between ATN end systems is a local issue, and provides guidance for such implementations.

Note: Air-Ground systems are not treated in this paper

Given the current state of communications technology, a reasonable choice for ATN sub-network technology is IPv6, as discussed in [1].  This protocol will operate over various media (e.g., Frame Relay, ATM, Point-to-Point) to provide globally secure Air Traffic Service (ATS) communications. This working paper introduces a lower layer protocol that complements the capabilities of IPv6, known as Multi-Protocol Label Switching (MPLS) [2]. It is easily adaptable and scalable over various data link layers, and expedites routing. MPLS enables Class of Service (CoS) capabilities at the link layer to support sub-network Quality of Service (QoS) requirements – such as the IPv6 security (IPSec) features - for ATS ground-to-ground communications, as specified in the ATN document [3].
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IETF RFC 3031:2001
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Manual of Technical Provisions for the Aeronautical Telecommunications Network (ATN)

4
IETF RFC 3032:2001
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5
IETF RFC 2460:1998
Internet Protocol, version 6 (IPv6) Specification

2. Assumptions

The ATN Document [3] identifies two types of routers, as follows:

· Intra-domain routers operate within an established Routing Domain (RD) among Intermediate Systems (IS), as defined in the OSI model. Reference [3] does not impose requirements for routing protocol(s) within the RD, which delegates this choice to local authorities, but IS-IS is recommended. 

· Inter-domain routers route traffic between RDs. These are called Boundary Intermediate Systems (BIS) routers, and are required in [3] to use the Inter-Domain Routing Protocol (IDRP). 

Assumptions for the system context of the herein described approach follow:

· The ATN routing protocol supported in Local Area Network (LAN) domains is ES-IS, to maintain routing between the ATN End System and adjacent router(s)

· The ATN routing protocol supported in Wide Area Network (WAN) domains is IS-IS, to maintain routing among adjacent router(s) (i.e. Intermediate Systems)

· The sub-network layer protocol used among the ATN routers is CLNP, as per [3]

· ATN CLNP NPDUs are to be encapsulated over IPv6, as described in [1], which is complementary to the approach described in this paper at the network layer

· Reference [3] does not specify lower layer requirements (i.e., Link and Physical Layers), but delegates these issues to the local domains

Given the above assumptions, the following discussion proposes a method for exchanging ground-to-ground (G-G) routing data over various subnetworks, using Commercial Off-The-Shelf (COTS) MPLS technology.

3. Discussion

With the assumptions given in Section 2, the following implementations need to be considered:

· Conveyance of connection-less IPv6 packets over connection-oriented link layers (e.g., Frame Relay, ATM)

· Maintenance of sub-network QoS attributes over CoS link layers

· Improvement of intra-domain packet exchange performance for ATN applications

· Support for security services, such as Virtual Private Networking (VPN)

The MPLS architecture [2] identifies an approach for relaying NPDUs over many link layer protocols, as shown Figure 3-1. MPLS supports the following services:

· Traffic Engineering - the ability to set both the traffic path through the network, and the performance characteristics for a given class of traffic, bypassing network layer routing bottlenecks

· VPN – logical connections over a public network that supports secure communications 

· Layer 2 Interfacing – adaptation of IP network services to various media  (e.g., Ethernet, FR, and ATM) with MPLS; many functions of the FDDI, FR and ATM control plane can be migrated to Layer 3, simplifying network management and network complexity

The MPLS concept uses path labeling to establish virtual circuit switching to expedite packet transmission. As shown in Figure 3-2, incoming packets are assigned a "label" by a Label Edge Router (LER) as they enter the MPLS domain. Packets are forwarded along an appropriate Label Switched Path (LSP) via Label Switching Routers (LSR), which make rapid forwarding decisions solely on the contents of the label. MPLS has a control component that is responsible for maintaining correct label-forwarding information among the LSRs.

The MPLS header resides between the the IP and Link Layer headers, which is shown in Figure 3-3 with the 4-octet MPLS frame format and field definitions.

With MPLS, LERs and LSRs can be configured to provide preferential LSPs for various types of traffic, enabling robust Traffic Engineering capabilities, based on QoS. Additionally, to provide dedicated, secure communications, LSPs can be configured with encryption services to establish VPNs in the MPLS domain. User requested services could be implemented with MPLS infrastructure configuration management, which would be transparent to the end systems.

There are some risks to be considered with this approach. Since MPLS requires special routers that must be specifically configured for the protocol, heterogeneous integration of mixed vendor networks may be an issue for MPLS implementation.

Most MPLS standards are currently in the Internet draft phase, though several have now moved into the (Request For Comments Standard) RFC-STD phase. This means that a basic standard is defined, but may be superseded or elaborated on by changes made to subsequent or previous RFCs. However, the base functional RFC is stable, and the industry is making rapid progress towards defining extensions to standardize the more advanced functions of MPLS. 

Despite these issues, MPLS has attained significant momentum to become an accepted approach to handle diverse network traffic, build cost effective VPNs, and bring QoS/CoS to existing IP sub-networks in supporting ATN communications requirements.

4. Conclusion and Recommendation

In summary, MPLS is a viable candidate for implementing ATN subnetworks over various Link Layer media. With flexible, scalable capabilities to adapt the network to the changing traffic loads and classes of G-G communications, MPLS is a powerful protocol that provides robust security and connectivity across the global ATS enterprise. Further study is needed to explore the benefits and techniques for deploying this approach in the A-G domain.

Abbreviation

ATM
Air Traffic Management

ATM
Asynchronous Transfer Mode

ATN
Aeronautical Telecommunication Network

ATS
Air Traffic Services

CLNP
Connection-Less Network Protocol 

CoS
Class of Services

ES
End System

FDDI
Fiber Distributed Data Interface

FR
Frame Relay

ICAO
International Civil Aviation Organization

ICMP
Internet Control Message Protocol

IEFT
Internet Engineering Task Force

IP
Internet Protocol

ISO
International Standards for Organization

IS
Intermediate System

OSI
Open System Interconnection

QoS
Quality of Services

MPLS Multiprotocol Label Switching

RFC
Request for Comments

VPN
Virtual Private Network

5. Product Availability

Cisco Systems

Lucent Technology

Ericsson

Juniper Networks

AT&T

Alcatel

Avaya

Nortel

IBM

Fluke

Sun Microsystems

Check Point

Foundry Networks


[image: image1.wmf]Figure 3

-

1. MPLS Architecture
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2. MPLS Domain
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3. MPLS Header
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                                                                SUMMARY�


This paper provides guidance for networking ATN domains, using IPv6 tunneling over MPLS technologies, to communicate over various ground-based transmission media.








� Comprehensive ATN Manual (CAMAL), Part IV (Communication Services), Ground/Ground Subnetworks   section 
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Figure 3-1. MPLS Architecture



IPv4

IPv6

CLNP, others

MPLS

E

T

H

E

R

N

E

T

A

T

M

F

D

D

I

F

R

Point

To

Point








_1084864666.ppt


Figure 3-3. MPLS Header
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Figure 3-2. MPLS Domain
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