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SUMMARY

This Working Paper addresses Action 3/5 of SG-B1/3 Report to determine vendor interest in ECN (Explicit Congestion Notification) and date of any widespread deployment of this algorithm. 
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1 Introduction

Following a SG-B1 meeting hosted by NATS Gatwick in June 2001, the French STNA delegation took an action to investigate performance issues that could arise when specifying procedures and guidelines concerning a possible SNDCF for using IP as an ATN subnetwork. One of the issues from this work, which was presented to SG-B1 in Phuket March 2002, was on the subject of congestion management and the possible use of the experimental algorithm known as ECN (Explicit Congestion Notification) RFC-2481. The UK delegation took an action to determine vendor interest in ECN and date of any widespread deployment.

1.1 Approach

The approach adopted was:

· to provide some background material on ECN and its current status

· determine vendor interest and/or implementation

· deployment issues

· ATNP issues

2 References

RFC-2581
TCP Congestion Control

RFC-2481
A Proposal to add Explicit Congestion Notification (ECN) to IP

RFC-3168
The Addition of Explicit Congestion Notification (ECN) to IP

RFC-2309
Recommendations on Queue Management and Congestion Avoidance in the Internet

3 Background

TCP's congestion control and avoidance algorithm are based on the notion that the network is a black-box [Jacobson88, Jacobson90]. The network's state of congestion or otherwise is determined be end-systems probing for the network state, by gradually increasing the load on the network (by increasing the window of packets that are outstanding in the network) until the network becomes congested and a packet is lost. Treating the network as a 'black box' and treating loss as an indication of congestion in the network is appropriate for pure best-effort data carried by TCP, with little or no sensitivity to delay or loss of individual packets. In addition, TCP's congestion management algorithms have techniques built-in (such as Fast Retransmit and Fast Recovery) to minimise the impact of losses, from a throughput perspective.

Since TCP determines the appropriate congestion window to use by gradually increasing the window size until it experiences a dropped packet, this causes the queues at the bottleneck router to build up. Active queue management mechanisms detect congestion before the queue overflows, and provide an indication of this congestion to the end nodes. Thus, active queue management can reduce unnecessary queuing delay for all traffic sharing that queue. The advantages of active queue management are discussed in RFC-2309.

Active queue management mechanisms may use one of several methods for indicating congestion to end-nodes. One is to use packet drops, as is currently done. However, active queue management allows routers to separate policies of queuing or dropping packets from the policies for indicating congestion. Thus, active queue management allows routers to use the Congestion Experienced (CE) codepoint in a packet header as an indication of congestion, instead of relying solely on packet drops.

Random Early Detection (RED) is one mechanism for Active Queue Management (AQM) that has been proposed to detect incipient congestion, and is currently being deployed in RFC-2309.  AQM is meant to be a general mechanism using one of several alternatives for congestion indication, but in the absence of ECN, AQM is restricted to using packet drops as a mechanism for congestion indication.

AQM can set a Congestion Experienced (CE) codepoint in the packet header instead of dropping the packet, when such a field is provided in the IP header and understood by the transport protocol. The use of the CE codepoint with ECN allows the receive(s) to receive the packet, avoiding the potential for excessive delays due to retransmission after packet loss. 

The Standard RFC-3168 obsoletes experimental RFC-2481 "A Proposal to add Explicit Congestion Notification to IP" and updates the following:

· RFC-2474 "Definition of the Differentiated Services Field in the IPv4 and IPv6 Headers"

· RFC-2401 "Security Architecture for the Internet Protocol"

· RFC-793 " Transmission Control Protocol"

RFC-3168 specifies that the Internet provide a congestion management indication for incipient congestion where the notification can be through marking packets rather than dropping them. This uses an ECN field in the IP header with two bits, making four ECN codepoints 00 to 11. The ECN-Capable Transport (ECT) codepoints 10 and 01 are set by the data sender to indicate that the end-points of the transport protocol are ECN-enabled; denoted ECT(0) and ECT(1) respectively. Routers treat the ECT(0) and ECT(1) codepoints as equivalent. The use of both codepoints for ECT, ECT(0) and ECT(1), is motivated primarily by the desire to allow mechanisms for the data sender to verify that network elements are not erasing the CE codepoint, and that data receivers are properly reporting to the sender the receipt of packets with the CE codepoint set, as required by the transport protocol. 

+---------+---------+

 
|   ECN  FIELD   |

+-------- +---------+

    
   ECT       CE

[Obsolete] RFC 2481 names for ECN bits

      
     0            0

Not-ECT

       
     0            1

ECT(1)

       
     1            0

ECT(0)

       
     1            1

CE

Fig 1: The ECT Field in IP 

4
Vendor Implementation

There is widespread interest and deployment of ECN from router manufacturers and operating systems developers but it is intended that the role-out of ECN will be a gradual process. Core network architectures are featuring the use of Active Queue Management using ECN, but it is difficult to ascertain the widespread use of ECN across the Internet. The Internet community is actively pushing for full deployment in End Systems and middle-boxes, such as firewalls, to facilitate the use of ECN. The list below is taken from the ECN web site that tracks implementation issues and current activities:

· WRED — Explicit Congestion Notification features in Cisco IOS Release 12.2(8)T.

· ALTQ: Kenjiro Cho has added ECN router support to ALTQ, which runs on FreeBSD/NetBSD/OpenBSD. BLUE based ECN (by Wu-chang Feng) is also available in ALTQ. KAME includes ALTQ and supports ECN for IPv6 and IPsec. Experimental patches for end-system ECN support for FreeBSD-2.x/3.x are available in altq-2.1. Test results of ALTQ/RED Performance. 

· Linux: 

· Linux 2.4 has full ECN support, including ECN TCP. 

· Linux 2.3: The Linux 2.3 kernel includes the router code for ECN. 

· Linux 2.2.13: Tom Kelly has a patch, the gzipped file ecn1.tzg, to add ECN-aware TCP and ECN-RED router support to Linux 2.2.13. 

· Linux 2.0.32: J. Hadi Salim, B. Nandy and N. Seddigh at the Computing Technology Labs (CTL), Nortel, have implemented ECN on Linux IPv4. This README describes the contents of the gzipped tar file (large!). 

· AIX: IBM supports ECN at the end hosts (TCP level) in AIX from release 5.1. ECN is off by default, and can be turned on by a runtime network option 'tcp_ecn', with the command:
# no -o tcp_ecn=1 

· Nortel's Open IP Environment 2.1 contains router ECN support. 

· Floyd, S., Guidelines for testing the ECN implementation in a router, May 2001. David Moore from CAIDA reports that in measurements at one link, 0.1% of the packets had the CE code point set. Thus, there is some deployment of ECN capability in routers as well as in TCP stacks.

5
Concerns

· Although the ECN algorithm is now an IETF Standard its implementation impacts on several other RFCs, including TCP. These other RFCs are all in experimental status at present and the complete ECN implementation should still be considered as 'experimental' within the Internet although currently deployed on many platforms.

· It is unclear at this stage what the effects are on End Systems and network performance when only some private IP domains implement ECN capabilities.

· It is assumed in RFC 3168 that the source TCP uses the standard congestion control algorithms of Slow-Start, Fast Retransmit and Fast Recovery [RFC2581]

· Guidance Material section on the prohibited use of Transport Slow Start mechanism due to mobile subnetworks constantly changing access points. If it is unadvisable to use Slow Start this functionality is used in TCP as part of complete Active Queue Management 

· ECN seems to be a favourable approach for large IP network edge routers 'Fat pipes' connections and the possible workload of incorporating it for the ATN community may be worthless as ATN Internet may be small compared with the Internet community.

· The ECN algorithm could analogous to the X.25 Fast Select parameter that is a useful option but some X.25 providers did not support it easily and it impacted on several pre-operational trails.

· Perhaps by the time ECN is documented and implemented with the ATN stack the Internet community will have implemented a different congestion management scheme.

6
Recommendation

Although ECN is the current favoured approach to deal with congestion management within the Internet community it may not be productive to provide any more than guidance to implementers. The output from WP404 should address the implementation issues if any that are to be considered by the panel.
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