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1. Introduction

1.1 Scope

This document specifies the use of either an IPv4 or an IPV6 Subnetwork to support the exchange of information using CLNP and ES-IS protocols, and the operation of the ES-IS protocol over an IP Subnetwork.
Version 1.1 has been produced after review by ATNP/WG-B/SG-1.
1.2 Document Structure

This document comprises two major sections comprising:

1. The SNDCF for use of an IP Network by CLNP

2. The Operation of the ES-IS Protocol over an IP Network Service

1.3 References

	1. 
	IETF RFC 791
	Internet Protocol – DARPA Internet Program Protocol Specification

	2. 
	ISO/IEC 8473-1:1994.
	Information technology — Protocol for providing the connectionless-mode network service: Protocol specification.

	3. 
	IETF RFC 3232
	Assigned Numbers: RFC 1700 is Replaced by an On-line Database

	4. 
	ISO/IEC 9542:1988
	Information processing systems — Telecommunications and information exchange between systems — End system to Intermediate system routing exchange protocol for use in conjunction with the Protocol for providing the connectionless-mode network service (ISO/IEC 8473).

	5. 
	IETF RFC 1070
	Use of the Internet as a Subnetwork for Experimentation with the OSI Network Layer

	6. 
	ISO/IEC TR 9577: 1993
	Information Technology – Telecommunications and Information Exchange between Systems – Protocol identification in the Network Layer

	7. 
	IETF RFC 792
	Internet Control Message Protocol (ICMP)

	8. 
	ICAO Doc9705/AN956: 2nd Edition
	Manual of Technical Provisions for the Aeronautical Telecommunication Network (ATN)

	9. 
	RFC 2460
	Internet Protocol, Version 6 (IPV6) Specification

	10. 
	RFC 2463
	Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification

	11. 
	RFC 1888
	ISO NSAPs and IPv6

	12. 
	RFC 2373
	IP Version 6 Addressing Architecture

	13. 
	RFC 2474
	Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers

	14. 
	RFC 3168
	The Addition of Explicit Congestion Notification (ECN) to IP

	15. 
	RFC 1812
	Requirements for IP Version 4 Routers

	16. 
	RFC 2309 
	Recommendations on Queue Management and Congestion Avoidance in the Internet


2. IP Service Assumptions

An IPv4 network is assumed to be implemented in compliance with [1] and [7].

An IPv6 network is assumed to be implemented in compliance with [9] and [10].
The IP implementation is assumed to be able to deliver packets to different transport layer protocols depending on the Protocol ID (IPv4) or the Next Header byte(IPv6) contained in the IP Header.

Multicast IP is not required but may be used if available.

3. SNDCF for use of an IP Network by CLNP

3.1 SNDCF Requirements Analysis

Note.—This section provides background and rationale and does not include any requirements.

ISO/IEC 8473 describes the underlying service assumed by the protocol as being abstracted to a single SN-UNITDATA service with .request (outgoing) and .indication (.incoming) variants. Table 2 of ISO/IEC 8473 describes the parameters supported. This is reproduced below:

	Primitive
	Parameters

	SN_UNITDATA
.request



.indication
	SN-Source-Address
SN-Destination-Address
SN-Quality-of-Service
SN-Userdata


The syntax and semantics of the SN-Source-Address and SN-Destination-Address are outside of the scope of the standard and are specified in the context of each subnetwork. In operation, it is assumed that the CLNP Route Function will access the Forwarding Information Base (FIB) using the CLNP PDU’s Destination Address (and other appropriate header information). The FIB will return a local subnetwork identifier and an address on that subnetwork, which is then used as the SN-Destination-Address when the CLNP PDU is passed to the identified subnetwork. The SN-Source-Address is a configuration parameter.

Note.—The SN-Quality-of-Service may comprise:

1. transit delay

2. protection against unauthorised access

3. cost determinant

4. priority (i.e. the CLNP priority taken from the CLNP PDU  header), and

5. residual error probability.

This information may be configured locally, and/or derived from information in the PDU header. Typically, priority is taken directly from the PDU Header; transit delay, residual error probability and cost determinants are derived from the PDU header QoS Maintenance Parameter; and “protection against unauthorised access” requests are derived from the PDU Header Security Parameter.

The role of the SNDCF for IP is to provide the SN-UNITDATA service to CLNP when the underlying network is provided by IP version 4 as specified in [1], or IP version 6 as specified in [9].

A candidate SNDCF for IPv4 has already been described in [5]. However, while the basic principles of the IP SNDCF described here are very similar to those principles, reference [5] is also concerned with integrating the IP and CLNP address spaces. This is explicitly avoided here as the IP Network is to be used as a true subnetwork.

It also needs to be recognised that the underling IP Network is connectionless and gives no indication on whether or not a given destination is reachable at any one time. An ICMP message may be returned in the event that a packet cannot be delivered to its destination, but this is not guaranteed. Only through receipt of a packet from another IP Network user can it be determined that that Network User is operational.

Routing CLNP packets through an IP Network to a destination that is temporarily or permanently unreachable will result in a “routing black hole”. If there is no alternative route then nothing can be done about this. However, in the ATN, where high availability is a requirement, an alternative route should have been provided and mechanisms must be put in place to detect when a route through an IP Network is no longer viable and hence to permit the routing of traffic via the alternative route.

Periodic transmission of the ISH PDU specified by the ISO ES-IS protocol [4] may be used to indicate that a given IP Network user is operational, to those destinations to which it is directed. Conversely, non-receipt of an ISH PDU can be used to imply that a route to its source is no longer available an act as a trigger for the use of an alternative route.

Use of the ES-IS protocol is specified here for this purpose.

Additionally, when the SNDCF is implemented on an End System, a means is required for the End System to determine the operational availability of Routers and likewise for Routers to discover End Systems. Packet sent from an End System to a Router may also need to be redirected to a different Router. Use of the ES-IS protocol is also specified to meet these requirements.
When the communications path is Router to Router, IDRP will also be used for the exchange of routing information. In multiply redundant configurations, there may be several independent communications paths between two Routers, as illustrated in Figure 1. The interaction of such configurations and IDRP needs to be considered.
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Figure 1 Redundant Interconnection of ATN Routers

In this example, two ATN Routers communicate across an IP Network. Each is interfaced to two independent (local) Ethernets and each Ethernet is connected to an IP Wide Area Network through a separate IP Router. In this scenario, the Ethernets are part of the IP Network and each ATN Router interface to the Ethernets has a unique IP Address associated with it (following normal practice). This configuration permits continuity communications even if one communications path fails provided that the failure is recognised and the communications path removed from the Routing Information Base in both ATN Routers.
An exchange of ISH PDUs is used to maintain the “liveness” of each individual communications path. That is, each ATN Router sends out an ISH PDU (encapsulated in an IP packet) on each of its Ethernet interfaces, and sends one such ISH PDU to each of the other ATN Router’s Interfaces. A total of four ISH PDUs are thus periodically transmitted by each ATN Router resulting in four possible communications paths being recorded in the remote ATN Router’s Routing Information Base. Whenever any one of those ISH PDUs cease to be received, then the corresponding communications path is removed from the Routing Information Base; packets are no longer sent on that path; and a routing “black hole” is avoided.

A single IDRP adjacency is also established between the two ATN Routers. This could be established manually. In the event of a total failure of the IP Network, the BIS-BIS protocol’s own keepalive mechanism will recognise when no communication path exists between the routers Routes via the IP Network will then be removed from the ATN.

However, the systems can, as a local matter, be made more responsive by making the IDRP adjacency automatically dependent on the existence of at least one communications path between the two ATN Routers. That is, the adjacency is established when the first ISH PDU (of the possible four) is received (indicating that communications is possible by at least one path), and the adjacency is terminated as soon as the last communications path to the remove ATN Router is removed from the Routing Information Base.
No additional specification is required for the operation of IDRP over an adjacency supported by the IP SNDCF, although local implementations may require enhanced functionality.
3.2 Model of Operations

Note.—This section provides a description of the Model of Operations for the IP SNDCF, although it does not provide any specific requirements, later requirements may need to be interpreted in the context of this description.

The Model of Operations for the IP SNDCF is illustrated in Figure 3‑2. The SNDCF provides an interface between CLNP and IP. Other SNDCFs may provide access to other Network Interfaces and Services, while other communications protocols may also make use of the IP Network Service (e.g. TCP). Architecturally, the SNDCF is the same for both IPv4 and IPv6
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Figure 3‑2 SNDCF for IP Networks

The IP SNDCF may also be used by the ES-IS protocol for system discovery and as a check on system “liveness” on the IP Network.
Note.—CLNP is not intended to be an exclusive user of the IP Network Service, nor is it restricted to use only the network service provided by IP. The IP Header does not replace the CLNP Header. The CLNP Header and user data is transferred as the data portion of an IP Datagram.

3.3 Provision of the SN-UNITDATA.Request Service Element

3.3.1 Service Element Parameters

1. For IPv4, the SN-Source-Address and SN-Destination-Address parameters shall be 32-bit IP Addresses.  The SN-Source-Address shall be ignored and may be set to a null value.
2. For IPv6, the SN-Source-Address and SN-Destination-Address parameters shall be 16 octet IP Addresses.  The SN-Source-Address shall be ignored and may be set to a null value.
3. As a local matter, the SN-Quality-of-Service subparameters, if present, other than priority shall either be ignored by the IP SNDCF, or used to determine the Differential Service Requirements for the encapsulating IP Packet header.

4. The priority subparameter shall be used to determine the value of the IP Precedence indicated in the .encapsulating IP Packet header.
5. The SN-Userdata shall be an unconstrained octetstring (e.g. an encoded CLNP PDU including the CLNP header and user data).

Note.—The user of the SN-UNITDATA.Request service is not constrained to CLNP and other users include the ES-IS protocol and the IS-IS protocol.

3.3.2 Procedures

3.3.2.1 IPv4 Subnetworks

When the IP SNDCF SN-UNITDATA.Request service element is invoked an IPv4 datagram shall be constructed with the SN-Userdata as the data portion of the datagram (the payload). The IP datagram header shall be constructed according to RFC 791 and as follows:

1. The protocol shall be set to decimal 80 (as specified in [3] for ISO-IP).

2. The source address shall be the IP Address assigned to the interface on which the packet is sent.

3. The destination address shall be the SN-Destination-Address.

4. The Time to Live shall be set to a locally specified value, which shall be configurable.

5. The Precedence subfield of the Type of Service (TOS) field shall be set depending on the value of the priority subparameter of the SN-Quality-of-Service service parameter, as follows:

	IP Precedence
	CLNP Priority

	000 – Routine
	0, 1, 2, 3, 4, 5

	001 - Priority
	6, 7

	010 – Immediate
	8, 9

	011 – Flash
	10

	100 – Flash Override
	11, 12, 13

	101 – CRITIC/ECP
	14

	110 – Internetwork Control
	N/A

	111 – Network Control
	N/A


Note.—[15] indicates that user level packets with priority of 6 or 7 may be downgraded or discarded as these priorities are reserved for router to router communications.
	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


Table 1 CLNP Priority to IP Precedence Mapping

6. As a local matter, the remaining TOS bits shall be set to correspond to the SN-Quality-of-Service parameter or to a locally specified default value.

7. The last two bits of the TOS field (i.e. bits 6 and 7 according to [1]), shall be set to zero.
Note.—See section 22 of [14] for a discussion on the history of the IPv4 TOS bits. Setting bits 6 and 7 to zero is believed to be necessary to ensure against ambiguous behaviour.
The resulting IP datagram shall be forwarded to its addressed destination on the IP Network.

3.3.2.2 IPv6 Subnetworks

When the IP SNDCF SN-UNITDATA.Request service element is invoked an IPv6 header shall be constructed with the SN-Userdata as the payload of the complete datagram. The IP datagram header shall be constructed according to RFC 2460 and as follows:

1. The Next Header field shall be set to decimal 80 (as specified in RFC 1700 for ISO-IP) unless extension headers are present, when the Next Header field of the final header shall be set to decimal 80.

Note.—The use of extension headers (e.g. for source routing) is a local matter.

2. The source address shall be the IP Address assigned to the interface on which the packet is sent.

3. The destination address shall be the SN-Destination-Address.

4. The Hop Limit shall be set to a locally specified value, which shall be configurable.

5. The Flow Label shall be set to zeroes.

6. The Traffic Class shall be set according to RFC 2474. The value of the first six bits (the DSCP) shall be set to the value xxx000, where the bits ‘xxx’ are set depending on the value of the priority subparameter of the SN-Quality-of-Service service parameter and according to Table 1 (i.e. they are set to the value of the precedence bits in Table 1).

7. The last two bits of the Traffic class shall be set to zero.

Note.—Setting the ECN bits to zero correctly indicates that ECN is not supported. However, this may result in ATN data being randomly dropped by the “RED” algorithm for active queue management [16]. Network Managers will need to investigate operation of this algorithm and may have to modify it in order to maintain ATN service requirements.

3.4 SN-UNITDATA.Indication Service Element

3.4.1 IPv4 Subnetworks

The system shall be configured such that IP packets with a protocol id of 80 shall be passed to the IP SNDCF.

Note 1.—An IPv4 Datagram received by and addressed to an interface on the local system and with a protocol header field set to decimal 80 will then be passed to the IPv4 SNDCF by the IP Network Service provider.

Note 2.—Typically, this is achieved using the “socket” interface and opening a RAW IP Socket for protocol “80”.
All IP Datagrams passed to the IPv4 SNDCF by the IP Network Service provider shall result in an SN-UNITDATA.Indication, constructed as follows:

1. The SN-Source-Address shall be set to the value of the source address field of the IP Datagram header.

2. The SN-Destination-Address shall be set to the value of the destination address field of the IP Datagram header.

3. The SN-Userdata shall be the data portion of the IP datagram.

4. No SN-Quality-of-service parameter shall be present.

Note.—Following standard practice, the first octet of the SN-Userdata is assumed to be the Network Protocol Identifier as specified by ISO TR 9577 and is used to determine whether this is a CLNP packet, an ES-IS packet, etc. The received packet is then processed accordingly by the appropriate network layer protocol.

3.4.2 IPv6 Subnetworks

The system shall be configured such that IP packets with a next header byte for the payload set to 80 shall be passed to the IP SNDCF.

Note 1.—An IPv6 Datagram received by and addressed to an interface on the local system and with a next header field in either the IPv6 header or an extension header set to decimal 80 will be passed to the IPv6 SNDCF by the IP Network Service provider.

Note 2.—Typically, this is achieved using the “socket” interface and opening a RAW IP Socket for protocol “80”.

All IP Datagrams passed to the IPv6 SNDCF by the IP Network Service provider shall result in an SN-UNITDATA.Indication, constructed as follows:

1. The SN-Source-Address shall be set to the value of the source address field of the IP Datagram header.

2. The SN-Destination-Address shall be set to the value of the destination address field of the IP Datagram header.

3. The SN-Unitdata shall be the payload of the IP datagram.

4. No SN-Quality-of-service parameter shall be present.

5. 
Note.—Following standard practice, the first octet of the SN-Userdata is assumed to be the Network Protocol Identifier as specified by ISO TR 9577 and is used to determine whether this is a CLNP packet, an ES-IS packet, etc. The received packet is then processed accordingly by the appropriate network layer protocol


3.5 ICMP Messages

Note 1.—ICMP messages may be received by the IP SNDCF as a result of an error in the routing or delivery of previously sent packets. However, the receipt of an ICMP message for each and every such error cannot be guaranteed. Inter-organisational security policies may also prohibit the transfer of some or all ICMP messages between organisations. Nevertheless, appropriate handling of ICMP messages can still improve the responsiveness of routers when they are received and implementers may thus wish to consider the following:
a) If a “Destination Unreachable” or “Time Exceeded” ICMP message is received for the IP SNDCF, this can be reported to a layer management function indicating the destination IP Address for which the problem is reported, so that approprate action may taken e.g. enabling an alternative route.

b)  
c) An ICMP message indicating a “Parameter Problem” may indicate a software or configuration error and this can be notified to layer management so that the error is noted and fixed by a network manager.
d) 
e) 
f) All other ICMP messages received by the IP SNDCF may be ignored.

Note 2.—Source Quench messages are ignored as there is no obvious mechanism for passing this information back to the original sender. ATN messages also assumed to be at a higher priority than other message types, in which case ignoring a source quench is a reasonable reflection of this fact. The IP network is itself not usually able to respect message priority.
Note 3.—ICMP Echo Requests are normally handled by the underlying system.
4. The Operation of the ES-IS Protocol over Ground/Ground Networks
Note 1.—The ES-IS protocol [4] is specified for operation using the same SN-UNITDATA service as expected by CLNP. It may thus be used over any ground/ground network providing this service. 
Note 2.—Use of the ES-IS protocol with Air/Ground (Mobile) Networks is specified in section 5.8.2 (of ICAO Doc 9705).
Note 3.—The ES-IS protocol is used here for the following scenarios: (a) Router to Router, and (b) End System to Router, where the term Router is used synonymously with the term “Intermediate System”.
Note 4.—When used Router to Router, the primary purpose is to maintain a check on the “liveness” of each Router and to avoid “Routing Black Holes”. Configuration Information is used for this purpose.

Note 5.—When used between an End System and a Router, ES-IS is used as a system discovery protocol and by a Router to redirect packets received from an End System to a more appropriate Router. Both Configuration Information and Redirection Information are used for this purpose.
Note 6.—End System to Intermediate System communications may occur across State or Organisational boundaries when a State or Organisation deploys a limited number of ATN terminals and uses an external Service provider to support all communications.
Note 7.—End System to End System operations are supported by ISO/IEC 9542 but are outside of the scope of this specification.
When an End System and an Intermediate System are interconnected by one or more connectionless subnetworks,  the ES-IS protocol specified in ISO 9542 shall be used, over each such subnetwork, for:
a) End System discovery by Routers;
b) Intermediate System discovery by End Systems, when the subnetwork supports multicast communications; and

c) Redirection of End Systems packets by one Intermediate System to another.
The use of ES-IS shall be compliant with the provisions of 4.3.

When Intermediate Systems are interconnected by one or more connectionless subnetworks, the ES-IS protocol specified in ISO 9542 shall be used, over each such subnetwork, in order to ensure that a communications path exists between the two systems and that both systems are operational.
The use of ES-IS shall be compliant with the provisions of 4.4.
Note 1.—IP Networks are an example of connectionless networks that may be used across State and Organisational boundaries

Note 2.—This specification is also applicable to operation over Ethernets although formally such networks are unlikely to be used across State or Organisation boundaries.

Note 3.—Operation of the ES-IS protocol over connection mode subnetworks is also possible, but is outside the scope of this specification.
4.1 Support of Multicast Addressing

When a connectionless subnetwork supports multicast addressing, the network administrator shall assign multicast addresses for all End Systems and all Intermediate Systems respectively, for use by End Systems and Intermediate Systems implementing the ES-IS protocol.

4.2 


a) 
b) 
4.3 End System to Intermediate System Operation

4.3.1 General

Redirection Information shall be implemented and used as specified in ISO/IEC 9542, 4.3.3 and 4.3.

When the underlying subnetwork supports Multicast Addressing:

a)  Configuration Information shall be implemented and used as specified in ISO/IEC 9542 and 4.3. 


b) The End System shall listen for incoming packets on the multicast address assigned to all End Systems. 

c) The Intermediate shall listen for incoming packets on the multicast address assigned to all Intermediate Systems
When the underlying subnetwork does not support Multicast Addressing then Configuration Information shall be implemented and used as specified in ISO/IEC 9542 and below in 4.3.2

 REF _Ref16655442 \r 4.3.2, and 4.3.

The ES-IS Configuration Timer value shall be configurable.


a) 
b) 
4.3.2 Implementation of Configuration Information when the Subnetwork does not support Multicast Addressing

4.3.2.1 In End Systems

For each such subnetwork to which it is attached, the End System shall be configured with a list of zero, one or more SNPAAddresses known to be the Subnetwork Points of Attachment (SNPAs) for Intermediate Systems.

On initialisation and each time that the Configuration Timer expires, the Report Configuration function in the End System shall send an ESH PDU to each SNPA Address on the list for each such subnetwork.


4.3.2.2 In Intermediate Systems

When the Record Configuration function is invoked following the receipt of an ESH PDU, the reported SNPA Address shall be added to the SNPA Address List associated with the subnetwork on which the ESH PDU was received, if it is not already present. 

The Configuration Notification function shall be used to inform the sender of the ESH PDU about the Intermediate System.
The Report Configuration function shall periodically send an ISH PDU to each ES for which an ESH PDU has been received and for which an SNPA address is present on the SNPA Address List specified in 4.3.2.1.1.
When the Flush Old Configuration function is invoked following the expiration of the Holding Timer for an ESH PDU, the SNPA Address from which the ESH PDU had been received shall be removed from the SNPA Address List associated with the subnetwork on which the ESH PDU was received.

Note.—These procedures are designed to allow an IS to learn about ESs through receipt of their ESH PDUs. These ESs must first have been configured with the SNPA Address of the IS. 

4.3.3 Request Redirect Function

When issuing an RD PDU, the Intermediate System shall include the Security Label, if present, in the CLNP PDU that caused the redirection, as the value of the security option parameter of the RD PDU.

Note.—Reflecting the value of the Security Label in this way indicates that the redirection is appropriate only for CLNP PDUs with the same application routing requirements. Other redirections may be appropriate for CLNP PDUs containing different application routing requirements.
4.3.4 Record Redirect Function 
When an End System hosts more than one class of Data Link Application (e.g. ATC and AOC Applications or ATC applications with different ATC Class requirements), it shall support use of the security option parameter in received RD PDUs.

Otherwise, it shall ignore the security option parameter if present in an RD PDU but other process the RD PDU.

If the End System receives an ISO/IEC 9542 RD PDU containing a security option parameter and its value is a recognisable ATN Security Label as defined in section 5.6 ( ofthe ATN Internet SARPs) then the security label shall be assumed to identify the only Traffic Type, ATSC Class (if present), or Air/Ground Subnetwork preference, to which the redirection is to be applied. 

A security option parameter containing an unrecognised parameter value shall be ignored, and the PDU processed as if it contained no security option parameter.

If no security option parameter is present then the redirection shall be assumed to apply to all application types.
Note.—The effect of this is that such an End System may simultaneously cache multiple redirections to the same destination but with different security labels. The forwarding process will ignore a redirection unless the CLNP PDU has the same security label.

4.4 Intermediate System to Intermediate System Operation

4.4.1 General

Note 1.—This mode of operation is specified in ISO/IEC 9542 as the “initialisation and topology maintenance protocol” of a full IS-IS routing protocol”. In this case, the routing protocol is expected to be IDRP.
Note 2.—Although out of scope of these SARPs, this mode of operation may also be used in support of the IS-IS ISO/IEC 10589 protocol. An initial exchange of ISH PDUs is required by IS-IS.
Configuration Information shall be implemented and used as specified in ISO/IEC 9542, 4.5.2 and, when the subnetwork does not support Multicast Addressing, as specified in 4.4.2.
When the underlying subnetwork supports Multicast Addressing
 

the IS shall listen for incoming packets on the multicast address assigned to all intermediate systems. 

The ES-IS Configuration Timer value shall be configurable.


a) 
b) 
4.4.2 Implementation of Configuration Information when a Subnetwork does not support Multicast Addressing

For each such subnetwork to which it is attached, the Intermediate System shall be configured with a list of zero, one or more SNPA Addresses known to be the Subnetwork Points of Attachment (SNPAs) for Intermediate Systems on that subnetwork.

On initialisation and each time that the Configuration Timer expires, the Report Configuration function in the Intermediate System shall send an ISH PDU to each SNPA Address on the list for each such subnetwork.





Note.—The above is intended work with the normal operation of the Record Configuration Function in the receiving IS. That is, the Routing Information Base is updated the first time such as ISH PDU is received in order to record that the route exists. When the corresponding Holding Timer expires (i.e. after the periodic retransmission of ISH PDUs ceases), the route is removed from the Routing Information Base. Other actions may also be scheduled in response to either event including the opening of a BIS-BIS connection.
4.5 Protocol Requirements Lists

4.5.1 ISO 9542 - End System

When ISO 9542 is supported by an End System over an IP subnetwork, then the protocol implementation shall conform to the following:

	Item
	Protocol Function
	Clauses
	Status

	CI 
	Is configuration information supported?
	5.1
	
M 

	RI 
	Is redirection information supported ?
	5.1
	
M 

	MA
	Does the End System support multiple application types
	this document 4.3.3
	O

	
	Are the following functions supported ?
	
	

	CfRs 
	Configuration Response
	6.6
	M

	ErrP 
	Protocol Error Processing
	6.13
	M

	HCsV 
	PDU Header Checksum Validation
	6.12
	M

	HCsG 
	PDU Header Checksum Generation
	6.12
	O

	RpCf 
	Report Configuration
	6.2, 6.2.1
	M

	RcCf 
	Record Configuration
	6.3, 6.3.2
	M

	FlCf 
	Flush Old Configuration
	6.4
	M

	QyCf 
	Query Configuration
	6.5
	M

	RcRd 
	Record Redirect
	6.9
	M

	FlRd 
	Flush Old Redirect
	6.11
	M

	RfRd 
	Refresh Redirect
	6.10
	M

	CfNt 
	Configuration Notification
	6.7
	O

	CTPr 
	ESCT Processing
	6.3.2
	O

	AMPr 
	Address Mask (only) Processing
	7.4.5
	O

	SMPr 
	Address Mask and SNPA Mask Processing
	7.4.5, 7.4.6
	O

	
	Are the following PDUs supported ?
	
	

	ESH-s 
	<s> End System Hello
	7.1,7.5
	M

	ESH-r 
	<r> End System Hello
	7.1,7.5
	M

	ISH-r 
	<r> Intermediate System Hello
	7.1,7.6
	M

	RD-r 
	<r> Redirect
	7.1,7.7
	M

	FxPt 

FxPt 
	<s> Fixed Part

<r> Fixed Part
	7.2.1-7.2.7

7.2.1-7.2.7
	M

M

	SA-sl 
	<s> Source Address, one NSAP only
	7.3.1
	O.1

	SA-rl 
	<r> Source Address, one NSAP only
	7.3.2
	M

	SA-sm 
	<s> Source Address, two or more NSAPs
	7.3.3
	O.1

	SA-rm 
	<r> Source Address, two or more NSAPs
	
	M

	NET-r 
	<r> Network Entity Title
	7.3.1/2/4
	M

	DA-r 
	<r> Destination Address
	7.3.1/2/5
	M

	BSNPA-r 
	<r> Subnetwork Address
	7.3.1/2/6
	M

	Scty-s 
	<s> Security
	7.4.2
	O

	Scty-r 
	<r> Security
	7.4.2
	¬MA:O
MA and RI:M

	Pty-s 
	<s> Priority
	7.4.3
	O

	Pty-r 
	<r> Priority
	7.4.3
	O

	QosM-r 
	<r> QOS Maintenance
	7.4.4
	RI:O

	AdMk-r 
	<r> Address Mask
	7.4.5
	RI:O

	SNMk-r 
	<r> SNPA mask
	7.4.6
	RI:O

	ESCT-r 
	<r> Suggested ES Configuration Timer
	7.4.7
	CI:O

	OOpt-r 
	<r> (ignore) unsupported or unknown options
	7.4.1
	M

	OOpt-s 
	<s> Other options
	
	P

	
	Parameter Ranges
	
	

	HTv 
	What range of values can be set for the holding time field in transmitted PDUs ?
	6.1, 6.1.2
	0 ( t < 65536

	CTv 
	If configuration information is supported, what range of information can be set for the Configuration Timer ?
	6.1, 6.1.1
	5 < t < 32767


4.5.2  ISO 9542  - Intermediate System

When ISO 9542 is supported, then the protocol implementation shall conform to the following.

	Item
	Protocol Function
	Clauses
	Status

	CI 
	Is configuration information supported over the associated subnetwork?
	5.1
	M

	RI 
	Is redirection information supported over the associated subnetwork?
	5.1
	ESMode:M

	
	Are the following functions supported ?
	
	

	ErrP 
	Protocol Error Processing
	6.13
	M

	HCsV 
	PDU Header Checksum Validation
	6.12
	M

	HCsG 
	PDU Header Checksum Generation
	6.12
	O

	RpCf 
	Report Configuration
	6.2,6.2.2
	M

	RcCf 
	Record Configuration
	6.3,6.3.1
	M

	FlCf 
	Flush Old Configuration
	6.4
	M

	RqRd 
	Request Redirect
	6.8
	M

	CfNt 
	Configuration Notification
	6.7
	M

	CTGn 
	ESCT Generation
	6.3.2
	CI:O

	AMGn 
	Address Mask (only) generation
	6.8
	RI:O

	SMGn 
	Address mask and SNPA Mask generation
	6.8
	RI:O

	
	Are the following PDUs Supported ?
	
	

	ESH-r 
	<r> End System Hello
	7.1,7.5
	M

	ISH-<r> 
	<r> Intermediate System Hello
	7.1,7.6
	CI:O

	ISH-<s> 
	<s> Intermediate System Hello
	7.1,7.6
	M

	RD-s 
	<s> Redirect
	7.1,7.7
	M

	RD-r 
	<r> (ignore) Redirect
	6.9,7.1,7.7
	M

	
	Are the following PDU fields supported ?
	
	

	FxPt 
	<s> Fixed Part

<r> Fixed Part
	7.2.1-7.2.7

7.2.1-7.2.7
	M

M

	SA-r 

	<r> Source Address, one or more NSAPs
	7.3.1/2/3
	CI:M

	NET-s 
	<s> Network Entity Title
	7.3.1/2/4
	M

	NET-r 
	<r> Network Entity Title
	7.3.1/2/4
	ISH-r:M

	DA-s 
	<s> Destination Address
	7.3.1/2/5
	RI:M

	BSNPA-s 
	<s> Subnetwork Address
	7.3.1/2/6
	RI:M

	Scty-s 
	<s> Security
	7.4.2
	¬RI:O
RI:M

	Scty-r 
	<r> Security
	7.4.2
	O

	Pty-s 
	<s> Priority
	7.4.3
	O

	Pty-r 
	<r> Priority
	7.4.3
	O

	QoSM-s 
	<s> QOS Maintenance
	7.4.4
	RI:O

	AdMk-s 
	<s> Address Mask
	7.4.5
	RI:O

	SNMk-s 
	<s> SNPA Mask
	7.4.6
	RI:O

	ESCT-s 
	<s> Suggested ES Configuration Timer
	7.4.7
	CI:O

	ESCT-r 
	<r> (ignore) Suggested ES Configuration Timer
	7.4.7
	ISH-r:M

	OOpt-r 
	<r> (ignore) unsupported or unknown options
	7.4.1
	M

	OOpt-s 
	<s> Other options
	
	P

	
	Parameter Ranges
	
	

	HTv 
	What range of values can be set for the Holding Time Field in transmitted PDUs ?
	
	0 ( t < 65536

	CTv 

	If configuration information is supported, what range of values can be set for the Configuration Timer ?


	
	5 < t < 32767


ESMode: Remote System is an End System
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