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Rim.

Abstract

This neno descri bes extensions to the OSPF [ Moy94] protocol to
support QoS routes. The focus of the docunent is on the algorithns
used to conpute QoS routes and on the necessary nodifications to
OSPF to support this function, e.g., the information needed, its
format, how it is distributed, and how it is used by the QS path

sel ection process. Aspects related to how QoS routes are established



and managed are al so di scussed. The goal of this docunent is to
identify a franework and possi bl e approaches to all ow depl oyment of
QoS routing capabilities with the m ni mum possible inpact to the

existing routing infrastructure.
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1

I ntroducti on

In this docunent we describe a set of proposed additions to the
OSPF routing protocol (the additions are built on top of OSPF V2)
to support Quality-of-Service (QS) routing in IP. In particular

we discuss the netrics required to support QS, the associated |ink
advertisenent mechani snms, the path selection algorithm as well

as aspects of route establishment (pinning and unpinning). Qur
goal s are to define an approach which while achieving the goals of

i mprovi ng performance for QS flows (likelihood to be routed on a
pat h capabl e of providing the requested QoS), does so with the | east
possi bl e i npact on the existing OSPF protocol. G ven the inherent
conplexity of QoS routing, achieving this goal obviously inplies
trading-off ‘‘optimality’’ for ‘‘sinplicity’’, but we believe this
to be required in order to facilitate deploynment of QoS routing

capabilities.

1.1. Overall Framework

We consider a network (1) that supports both best-effort packets and
packets with QoS guarantees. The way in which the network resources
are split between the two classes is irrelevant to our proposal

except for the assunption that each QS capable router in the network
is able to dedicate sone of its resources to satisfy the requirenents
of QoS packets. QoS capable routers are also assuned to be able to
identify and advertise the amount of their resources that remain
avail able for additional QS flows. In addition, we limt ourselves
to the case where all the routers involved support the QoS extensions
described in this docunent, i.e., we do not consider the problem of
establishing a route in an heterogeneous environment with routers
that are QoS-capable and others that are not. Furthernore, in this
docunent we focus on the case of unicast flows, although many of the

addi tions we define are applicable to nmulticast flows as well



We assune that a flowwith QS requirenents will specify them

in some fashion that is accessible to the routing protocol. For
exanmple, this could correspond to the arrival of an RSVP [ RZB+96]
PATH nessage, whose TSpec is passed to routing together with the
destination address. After processing such a request, the routing
protocol returns a path that it deens the nost suitable given the

flow s requirenments. Depending on the scope of the path selection

1. In this document we commt the abuse of notation of calling a
‘‘network’’ the interconnection of routers and networks through which

we attenpt to conmpute a QoS path.

Guerin, et al. Expires 30 Septenber 1997 [ Page 1]



Internet Draft QoS Routing Mechani sns 25 March 1997

process, this returned path could range fromsinply identifying the
best next hop, i.e., a traditional hop-by-hop routing, to specifying
all internedi ate nodes to the destination, i.e., a source route.
Note that this decision inpacts the operation of the path selection
algorithmas it translates into different requirenments in order to
construct and return the appropriate path information. Note also
that extension to nulticast paths will inpact differently a source

routed and a hop-by-hop approach

In this docunent, we will focus on hop-by-hop routing. The
al gorithms solutions for path conputation and establishment can be
easily nodified for source routing and such extensions are di scussed

in appendi x C

Once a suitable path has been identified, the flowis assigned to

it (pinning) and remains assigned to it until it either rel eases

the path (unpinning) or deens that it has becone unsuitable, e.g.
because of link failure or unavailability of the necessary resources.
Note that resource reservation and/or accounting should help limt

the frequency of the latter.

In this docunent, we focus on the aspect of selecting an appropriate
path based on information on link metrics and flow requirenents.
There are obviously many other aspects that need to be specified in
order to define a conplete proposal for QoS routing. |ssues such as
speci fying the frequency of updates and the granularity of advertised
changes to netrics, support for heterogenous areas with a mx of QS
capabl e and incapable routers, etc., require further study. The

di scussion of a conplete solution to these problens is, however

deferred to subsequent versions of this draft.

1.2. Sinplifying Assunptions

In order to achieve our goal of a minimminpact to the existing



protocol, we inpose certain restrictions on the range of requirenments
the QoS path selection algorithmneeds to deal with directly.
Specifically, a policy schene is used to a priori prune from

the network, those portions that woul d be unsuitable given the

requi renents of the flow This limts the ‘‘optimzation’’ perforned
by the path selection to a containable set of paraneters, which hel ps
keep conplexity at an acceptable level. Specifically, the path
selection algorithmwi Il focus on selecting a path that is capable of
sati sfying the bandwi dth requirenent of the flow, while at the sane
time trying to minimze the amount of network resources that need to
be allocated to support the flow, i.e., mnimze the nunber of hops

used.
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This focus on bandwi dth is adequate in npst instances, but does not
fully capture the conplete range of potential QoS requirenents. For
exanmpl e, a delay-sensitive flow of an interactive application could
be put on a path using a satellite link, if that |link provided a
direct path and had plenty of unused bandwi dth. This would clearly
be an undesirabl e choice. Qur approach to preventing such poor
choices, is to assign delay-sensitive flows to a policy that would
elimnate fromthe network all links with high propagation del ay,
e.g., satellite links, before invoking the path selection algorithm
In general, each existing policy would present to the path selection
algorithmits correspondingly pruned network topol ogy, and the sane

al gorithmwoul d then be used to generate an appropriate path.

Anot her inportant aspect in mnimzing the inpact of QoS routing

is to develop a solution that has the small est possible conputing
overhead. Additional conputations are unavoidable, but it is
desirable to keep the total cost of QS routing at a | evel conparable
to that of traditional routing algorithms. |In this docunent, we
descri be several alternatives to the path selection algorithm

that represent different trade-offs between sinplicity, accuracy,

and conputational cost. |In particular, we specify algorithns

that generate exact solutions based either on pre-conputations or
on-demand conputati ons. W al so describe algorithns that allow
pre-conputations at the cost of some |oss in accuracy, but with

possi bly | ower conplexity or greater ease of inplenentation. It
shoul d be nentioned, that while several alternative algorithnms are
described in this docunment, the sanme al gorithm needs to be used
consistently within a given routing domain. This requirenment can be
rel axed when a source routed approach is used as the responsibility
of selecting a QoS path lies with a single entity, the origin of

the request, which ensures consistency. Hence, it may then be

possi ble for each router to use a different path selection algorithm
However, in general, the use of a common path selection algorithmis

recommended, if not necessary, for proper operation



The rest of this docunent is structured as follows. |In Section 2,
we describe the path conputation process and the information it
relies on. In Section 3, we briefly review sone issues associ at ed
wi th path management and their inplications. |In Section 4, we go
over the extensions to OSPF that are needed in order to support the
path sel ection process of Section 2. Finally, several appendices
provi de details on the different path selection algorithnms described
in Section 2, elaborate on path nanagenent nechani sns, and outline

several additional work itens.
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2. Path Selection Information and Al gorithns

Thi s section describes several path selection algorithms that
can be used to generate QoS capabl e paths based on different

trade-of fs between accuracy, conputational conplexity, and ease of

i mpl ementation. In addition, the section also covers aspects rel ated
to the type of information, i.e., netrics, on which the algorithns
operate, and how that information is nmade available, i.e., link state

advertisenents. The discussion on these topics is of a generic

nature, and OSPF specific details are provided in Section 4.

2.1. Metrics

As stated earlier, the process of selecting a path that can satisfy
the QoS requirenents of a new flow relies on both the know edge of
the flow s requirenments and characteristics, and information about
the availability of resources in the network. |In addition, for
purposes of efficiency, it is also inportant for the algorithmto
account for the ambunt of resources the network has to allocate in
order to support a new flow. |n general, the network prefers to
select the ‘'‘cheapest’’ path anong all paths suitable for a new fl ow.
Furthernore, the network nay al so decide not to accept a new flow
for which it identified a feasible path, if it deens the cost of the
path to be too high. Accounting for these aspects involves severa

metrics on which the path selection process is based. They include:

- Link available bandwidth: As nentioned earlier, we assune that
nost QoS requirenments are derivable froma rate-related quantity,
ternmed ‘' ‘bandwidth’’. W further assunme that associated with
each link is a maxi mal bandwi dth value, e.g., the link physica
bandwi dth or sone fraction thereof that has been set aside for
QS flows. Since for a link to be capable of accepting a new
flow with given bandwi dth requirenments, at |east that much

bandwi dth nust be still available on the link, the relevant |ink



Guerin,

metric is, therefore, the (current) anpount of available (i.e.

unal | ocat ed) bandwi dth

Hop-count: This quantity is used as a nmeasure of the path cost
to the network. A path with a smaller nunber of hops (that can
support a requested connection) is typically preferable, since
it consumes fewer network resources. Wile as a general rule
each edge in the graph on which the path is conputed should be
counted as one hop, sone edges, specifically those that connect
atransit network to a router, should not be taken into account.

(See Appendix B for a detail ed explanation.)
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- Policy: As previously discussed, policies are used to identify
the set of links in the network that need to be considered when
running the path selection algorithm In particular, policies
are used to prune fromthe network |links that are inconpatible,
performance or characteristics wise, with the requirenments of
a flow A specific policy exanple of special inportance, is
the elimnation of high Iatency |inks when considering path
selection for delay sensitive flows. The use of policies to
handl e specific requirenments allows considerable sinplification
in the optimization task to be performed by the path sel ection

al gorithm

2.2. Advertisenment of Link State |Information

It is assunmed that each router maintains an updated database of the
net wor k topol ogy, including the current state (avail abl e bandw dt h)
of each link. As described in Section 4, the distribution of |ink
state (metrics) information is based on extendi ng OSPF mechani sns.
However, in addition to howlink state information is distributed,

anot her inportant aspect is when such distribution is to take place.

I deal ly, one would want routers to have the npbst current view

of the bandwi dth available on all links in the network, so that

they can nmake the nost accurate decision on which path to select.
Unfortunately, this then calls for very frequent updates, e.g.

close to every tine the available bandwi dth of a |ink changes, which
is neither scalable nor practical. Alternatively, one nay opt for

a sinple nechani sm based on periodi c updates, where the period of
updates i s deterni ned based on a tol erable corresponding |oad on the
network and the routers. The main disadvantage of such an approach
is that major changes in the bandwi dth available on a link could
remai n unknown for a full period and, therefore, result in many

i ncorrect routing decisions.



As a result, we propose to use a sinple hybrid update nmechani sm that
attenpts to reconcile accuracy of link state information with the
need for the snallest possible overhead. Periodic updates are used,
say every T seconds, to notify nodes of any change of nore than ffi
in the avail abl e bandwi dth of a |link, and event-driven updates are

generated i nmredi atel y whenever the change in available |ink bandw dth

since the | ast update exceeds . The values for T, ffi, and depend
on network size, link speed, processing capabilities, and overal
traffic patterns, but typical values would be: T 30sec, ffi 10%

40% Regardl ess of bandw dth changes, as in the current OSPF
specifications, we also inpose a mninmuminterval between consecutive

updates, e.g., we do not allow any particular LSA to get updated nore
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than once every M nLSlInterval seconds, e.g., 5, in order to prevent

the possibility of overload

2.3. Path Selection Algorithns

There are several aspects to the path selection algorithns. The
mai n ones include the optim zation criteria it relies on, the exact

topol ogy on which it is run, and when it is invoked.

As nmentioned before, invocation of the path selection algorithmcan
be either per flow, or when warranted by changes in |link states when
the algorithmused all ows preconputation of paths (nmore on this

bel ow) .

The topol ogy on which the algorithmis runis, as with the standard
OSPF path selection, a directed graph where vertices (2) consist of
routers and networks (transit vertices) as well as stub networks
(non-transit vertices). \Wen conputing a path, stub networks are
added as a post-processing step, which is essentially sinmlar to
what is done with the current OSPF routing protocol. In addition
for each policy supported on a router, the topol ogy used by the
path selection algorithmis correspondingly pruned to reflect the
constraints inposed by the policy, and in some instances the fl ow

requi renents

The optim zation criteria used by the path selection are reflected
in the costs associated with each interface in the topology and how
those costs are accounted for in the algorithmitself. As nmentioned
before, the cost of a path is a function of both its hop count and

t he ambunt of available bandwidth. As a result, each interface

has associated with it a netric, that corresponds to the amount of
bandw dt h which remains available on this interface. This netric

is conbined with hop count information to provide a cost val ue,

in a manner that depends on the exact form of the path selection



algorithm It will, therefore, be detailed in the corresponding
sections below, but all the different alternatives that are descri bed
share a conmon goal. That is, they all aimat picking a path with

t he m ni num possi bl e nunber of hops anong those that can support

the requested bandw dth. When several such paths are avail abl e,

the preference is for the path whose avail able bandwidth (i.e., the
smal | est value on any of the links in the path) is maximal. The
rationale for the above rule is the following: we focus on feasible

paths (as accounted by the avail able bandwi dth netric) that consune

2. In this docunent, we use the terns node and vertex interchangeably.
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a mnimal anmount of network resources (as accounted by the hop-count
metric); and the rule for selecting anpbng these paths ains at
bal ancing | oad as well as maxim zing the likelihood that the required

bandwi dth will indeed be avail abl e.

It should be noted that standard routing algorithns are typically
single objective optim zations, i.e., they may ninimze the
hop-count, or nmaxim ze the path bandw dth, but not both. Double
objective path optimization is a nore conplex task, and, in
general, it is an intractable problem[GI79]. Nevertheless, as
we will see, because of the specific nature of the two objectives
bei ng optim zed (bandwi dth and hop count), the conplexity of our
proposed al gorithn(s) is conpetitive with even that of standard

si ngl e-obj ective al gorithns.

2.3.1. Algorithmfor exact pre-conputed QS paths

In this section, we describe a path selection algorithm that for a
gi ven network topology and link netrics (avail able bandw dth) all ows
us to pre-conpute all possible QS paths, and al so has a reasonably
| ow conputational conplexity. Specifically, the algorithmallows

us to pre-conpute for any destination a m nimum hop count path with
maxi mum bandw dt h, and has a conputational conplexity conparable to

that of a standard shortest path algorithm (3).

The path selection algorithmis based on a Bel |l man-Ford (BF)

shortest path algorithm which is adapted to conpute paths of maximm
avai | abl e bandwi dth for all hop counts. It is a property of the BF
algorithmthat, at its h-th iteration, it identifies the optimal (in

our context: maximal bandw dth) path between the source and each

destination, anong paths of at nobst h hops. |n other words, the
cost of a path is a function of its available bandwi dth, i.e., the
smal | est avail abl e bandwi dth on all |inks of the path, and finding

a mni num cost path anpbunts to finding a maxi nrum bandwi dth pat h.



However, we al so take advantage of the fact that the BF al gorithm
progresses by increasing hop count, to essentially get for free the

hop count of a path as a second optinization criteria.

Specifically, at the kth (hop count) iteration of the algorithm
t he maxi mum bandwi dth available to all destinations on a path of
no nore than k hops is recorded (together with the correspondi ng

routing information). After the algorithmterninates, this

3. See Appendix D for a nore conprehensive di scussion on the aspect of
conput ati onal conplexity.
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informati on enables us to identify for all destinations and bandw dth
requi renents, the path with the smallest possible nunmber of hops and
sufficient bandwi dth to accommodate the new request. Furthernore,
this path is also the one with the maxi mal avail abl e bandwi dt h anong
all the feasible paths with this m ni mum nunber of hops. This is
because for any hop count, the algorithm always selects the one with

mexi mum avai | abl e bandwi dt h.

W now proceed with a nore detail ed description of the algorithm
and the data structure used to record routing information, i.e.
the QoS routing table that gets built as the algorithm progresses
(pseudo-code for the algorithmcan be found in Appendix A). As
nmenti oned before, the algorithm operates on a directed graph
consisting only of transit vertices (routers and networks), wth

st ub- networ ks subsequently added to the path(s) generated by the
algorithm The netric associated with each edge in the graph is the
bandwi dt h avail abl e on the corresponding interface. Let us denote
by bn; nmt he avail abl e bandwi dth on the edge between vertices n and

m The vertex corresponding to the router where the algorithmis
being run, i.e., the conputing router, is denoted as the ‘‘source
node’’ for the purpose of path selection. The algorithm proceeds to
pre-conpute paths fromthis source node to all possible destination
networks and for all possible bandw dth values. At each (hop count)
iteration, internmediate results are recorded in a QoS routing table,

whi ch has the follow ng structure
The QoS routing table:
- a Kx Hmatrix, where Kis the nunber of destinations (vertices
in the graph) and His the maximal allowed (or possible) nunber

of hops for a path

- The (n;h) entry is built during the hth iteration (hop count

val ue) of the algorithm and consists of two fields:



*  bw. the nmaxi num avail abl e bandwi dth, on a path of at npst h
hops between the source node (router) and destination node

n

* neighbor: this is the routing information associated with
the h (or less) hops path to destination node n, whose
avai |l abl e bandwidth is bw. In the context of hop-by-hop
path selection (4), the neighbor information is sinply the

identity of the node adjacent to the source node on that

4. Modifications to support source routing are discussed in Appendix C
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path. As a rule, the ‘‘neighbor’’ node nust be a router and
not a network (see Appendix B), the only exception being

the case where the network is the destination node (and the
sel ected path is the single edge interconnecting the source

toit).

Next, we provide additional details on the operation of the algorithm
and how the entries in the routing table are being updated as the

al gorithm proceeds. For sinplicity, we first describe the sinpler
case where all edges count as ‘‘hops’’, and |l ater explain how

zero-hop edges (see Appendix B for further details) are handl ed.

When the algorithmis invoked, the routing table is first initialized
with all bw fields set to 0 and nei ghbor fields cleared. Next, the
entries in the first columm (which corresponds to one-hop paths) of

t he nei ghbors of the conputing router are nodified in the follow ng
way: the bwfield is set to the value of the avail abl e bandw dth

on the direct edge fromthe source. The neighbor field is set to

the identity of the neighbor of the conputing router, i.e., the next

router on the sel ected path.

Afterwards, the algorithmiterates for at nbst Hiterations
(considering the above initial iteration as the first). H can be

ei ther the maxi mum possi bl e hop count of any path, i.e., an inplicit
value, or it can be set explicitly in order to linmt path lengths to

sone maxi mum value (5) to better control worst case conplexity.

At iteration h, we first copy colum h - 1 into colum h. In
addition, the algorithmkeeps a |ist of nodes that changed their bw
value in the previous iteration, i.e., during the h- 1-st iteration
The algorithmthen | ooks at each link (n;m and checks the maxi ma
avai | abl e bandwi dth on an h-hop path to node m whose final hop is
that Iink. This anmounts to taking the mnimum between the bw field
inentry (n;h -1) and the link nmetric value bn;mkept in the topol ogy

database. |If this value is higher than the present value of the bw



field in entry (mh), then a better (larger bw value) path has been
found for destination mand with h hops. The bwfield of entry

(mh) is then updated to reflect this new value. In the case of

hop- by- hop routing, the neighbor field of entry (mh) is set to the
sane value as in entry (n;h - 1). This records the identity of the
first hop (next hop fromthe source) on the best path identified thus

far for destination mand with h (or |ess) hops.

5. This maxi mum val ue shoul d be larger than the I ength of the nmi ninum

hop-count path to any node in the graph.
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We concl ude by outlining how zero-hop edges are handled. At each
iteration h (starting with the first), whenever an entry (mh) is
nodified, it is checked whether there are zero-cost edges (m k)
emerging fromnode m which is the case when mis a transit network
(see Appendix B). In that case, we attenpt to inprove the entry of
node k that corresponds to the h-th hop, i.e., entry (k;h) (rather
than entry (k;h + 1)), since the edge (mk) should not count as an
addi tional hop. As with the regular operation of the algorithm this
amounts to taking the mnimum between the bw field in entry (mh)

and the link netric value bmkkept in the topol ogy database. |If

this value is higher than the present value of the bwfield in entry
(k;h), then the bw field of entry (k;h) is updated to this new val ue
In the case of hop-by-hop routing, the neighbor field of entry (k;h)
is set, as usual, to the same value as in entry (mh) (which is also

the value in entry (n;h- 1)).

Note that while for sinplicity of the exposition, the issue of equa
cost, i.e., same hop count and avail able bandwi dth, is not detailed
in the above description, it is straightforward to add this support.
It only requires that the neighbor field be expanded to record the
list of next (previous) hops, when nultiple equal cost paths are

present.

Addi tion of Stub Networks

As was nmentioned earlier, the path selection algorithmis run

on a graph whose vertices consist only of routers and transit

net wor ks and not stub networks. This is intended to keep the

conput ational conplexity as |ow as possible as stub networks can

be added relatively easily through a post-processing step. This
second processing step is simlar to the one used in the current OSPF
routing table calculation [My94][Section 16, p. 148], with sone

differences to account for the QoS nature of routes.

Specifically, after the QoS routing table has been constructed, al



the router vertices are again considered. For each router, stub

net wor ks whose |ink appears in the router’s |links advertisenent wll
be processed to determine QS routes available to them The QoS
routing information for a stub network is simlar to that of routers
and transit networks and consists of an extension to the QoS routing
table in the formof an additional row. The colums in that new row
agai n correspond to paths of different hop counts, and contain both
bandwi dt h and next hop information. W also assume that an avail abl e
bandw dt h val ue has been advertised for the stub network. As before,
how this value is determ ned is beyond the scope of this docunent.

The QoS routes for a stub network S are constructed as foll ows:

Guerin, et al. Expires 30 Septenber 1997 [ Page 10]



Internet Draft QoS Routing Mechani sns 25 March 1997

Each entry in the row corresponding to stub network S has its bws
field initialized to zero and its neighbor set to null. Wen stub
network Sis found in the |link adverti senent of router V, the val ue
bw(S,h) in the hth colum of the row corresponding to stub network S

is updated as follows:

bw(S, h) = mn ( bw(Sh) ; min ( bw(V,h) , b(V,S) ) ),

where bw(V,h) is the bandwi dth value of the correspondi ng col um

for the QoS routing table row associated with router V, i.e.

t he bandwi dth available on an h hop path to V, and b(V,S) is the
advertised avail abl e bandwidth on the link fromV to S. The above
expression essentially states that the bandwi dth of a h hop paths to
stub network S is updated using a path through router V, only if the
m ni mum of the bandwi dth of the h hop path to V and the bandw dth on

the link between V and S is |larger than the current val ue.

Updat e of the neighbor field proceeds sinmlarly whenever the
bandwi dt h of a path through V is found to be larger than or equa

to the current value. |If it is larger, then the neighbor field

of Vin the corresponding colum replaces the current nei ghbor

field of S. If it is equal, then the neighbor field of Vin the
correspondi ng colum is concatenated with the existing field for S
i.e., the current set of neighbors for Vis added to the current set

of neighbors for S

2.3.2. Algorithmfor on-demand conputation of QoS paths

In the previous section, we described an algorithmthat allows
pre-conputation of QoS routes. However, it nmay be feasible in
sone instances, e.g., linmted nunber of requests for QoS routes,
to instead perform such conputations on-denand, i.e., upon receipt
of a request for a QoS route. The benefit of such an approach is

t hat dependi ng on how often reconputation of pre-conputed routes is



triggered, on-denmand route conputation can yield better routes by
using the nost recent link nmetrics available. Another benefit of
on-denmand path conputation is the associated storage saving, i.e.
there is no need for a QS routing table. This is essentially the

standard trade-of f between nenory and processing cycl es.

In this section, we briefly describe how a standard Dijkstra

al gorithmcan, for a given destination and bandw dth requirenent,
generate a mini mum hop path that can accommodate the required
bandwi dt h and al so has maxi nrum bandwi dth. Because the Dijkstra
algorithmis already used in the current OSPF route conputation, only

differences fromthe standard al gorithm are described. Also, while
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for sinmplicity we do not consider here zero-hop edges (see Appendi X

B), the nodification required for supporting themis straightforward.

The al gorithm essentially perfornms a mini num hop path conputation

on a graph fromwhich all edges, whose available bandwidth is |ess
than that requested by the flow triggering the conputation, have been
removed. This can be performed either through a pre-processing step
or while running the al gorithm by checking the avail abl e bandwi dth
val ue for any edge that is being considered. Another nodification

to a standard Dijkstra based mi ni mum hop count path conputation, is
that the Iist of equal cost next (previous) hops which is maintained
as the algorithm proceeds, needs to be sorted according to avail abl e
bandwi dth. This is to allow selection of the minimum hop path with
maxi mum avai |l abl e bandwi dth. Alternatively, the algorithmcould al so
be nodified to, at each step, only keep anmpbng equal hop count paths
the one with maxi mum avail abl e bandwi dth. This woul d essentially
amount to considering a cost that is function of both hop count and

avai | abl e bandwi dt h

2.3.3. Algorithm for approxi mate pre-conputed QoS paths

This section outlines a Dijkstra-based algorithmthat allows
pre-conputati on of QoS routes for all destinations and bandwi dth

val ues. The benefit of using a Dijkstra-based algorithmis a greater
synergy with existing OSPF inplenentations. The cost is, however, a
loss in the ‘*accuracy’’ of the pre-conputed paths, i.e., the paths
bei ng generated may be of a |arger hop count than needed. This

loss in accuracy comes fromthe need to rely on quantized bandwi dth
val ues, that are used when conputing a mni mum hop count path. In
ot her words, the range of possible bandwi dth values that can be
requested by a new flow is mapped into a fixed nunber of quantized
val ues, and m ni num hop count paths are generated for each quantized
val ue. For exanple, one could assune that bandw dth val ues are

guanti zed as | ow, medium and high, and mnimum hop count paths are



conputed for each of these three values. A new flowis then assigned
to the mnimum hop path that can carry the smallest quantized
value, i.e., low, nmedium or high, larger than or equal to what it

requested

Here too, we discuss the elenmentary case where all edges count as
‘“‘hops’’, and note that the nodification required for supporting

zero-hop edges is straightforward.
As with the BF algorithm the algorithmrelies on a routing table

that gets built as the algorithm progresses. The structure of the

routing table is as foll ows:
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The QoS routing table:

- aKx Qmtrix, where Kis the nunber of vertices and Qis the

nurmber of quantized bandw dth val ues.

- The (n;q) entry contains information that identifies the
m ni mum hop count path to destination n, that is capable of
accommpdati ng a bandwi dth request of at |east bwiq] (the qgth

quanti zed bandwi dth value). It consists of two fields:

* hops: the nminimal nunber of hops on a path between the
source node and destination n, that can accommbdate a

request of at least bwfqg] units of bandwi dth.

* neighbor: this is the routing information associated with
the m ni num hop count path to destination node n, whose
avai |l abl e bandwidth is at least bwfq]. Wth a hop-by-hop
routi ng approach, the neighbor information is sinply the
identity of the node adjacent to the source node on that

pat h.

The al gorithm operates again on a directed graph where vertices
correspond to routers and transit networks. The nmetric associated
with each edge in the graph is as before the bandw dth avail able on
the corresponding interface, where bn;nm s the avail abl e bandwi dth

on the edge between vertices n and m The vertex corresponding to
the router where the algorithmis being run is selected as the source
node for the purpose of path selection, and the al gorithm proceeds to

conpute paths to all other nodes (destinations).

Starting with the highest quantization index, Q the algorithm
considers the indices consecutively, in decreasing order. For each
index gq, the algorithmdeletes fromthe original network topol ogy

all links (n;m for which bn;m< bw{q], and then runs on the renaining

topol ogy a Dijkstra-based mi ni num hop count algorithm (6) between



the source node and all other nodes (vertices) in the graph. Note
that as with the Dijkstra used for on-demand path conputation, the
elimnation of links such that bn;m < bwq] could also be perforned

while running the algorithm

After the algorithmternm nates, the g-th colum in the routing table

is updated. This amounts to recording in the hops field the hop

6. Note that a Breadth-First-Search (BFS) algorithm
[ CLR90] could also be used. It has a | ower conplexity, but would not

al l ow reuse of existing code in an OSPF inpl enmentation
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count value of the path that was generated by the al gorithm and by
updating the neighbor field. As before, the update of the neighbor
field depends on the scope of the path conputation. In the case

of a hop-by-hop routing decision, the neighbor field is set to the
identity of the node adjacent to the source node (next hop) on the
path returned by the algorithm However, note that in order to
ensure that the path with the maxi mal avail able bandwi dth is al ways
chosen anong all m ni num hop paths that can accommopdate a given
qgquanti zed bandwi dth, a slightly different update mechani sm of the
nei ghbor field needs to be used in sone instances. Specifically,
when for a given row, i.e., destination node n, the value of the
hops field in colum q is found equal to the value in colum q + 1
(here we assume q < Q, i.e., paths that can acconmmodate bw q] and
bw{ g+ 1] have the sanme hop count, then the algorithm copies the val ue

of the neighbor field fromentry (n;g+ 1) into that of entry (n;q).

Addi tion of Stub Networks

This proceeds in a nmanner very simlar to that of Section 2.3.1
except for sone minor variations reflecting differences in the
structure of the QoS routing table. Specifically, the columms of
the QoS routing table now correspond to quantized bandw dth val ues,
and the bw field of a colum entry has been replaced by a hops
field. Hence, the QS routes for a stub network S are constructed

as foll ows:

Each entry in the row corresponding to stub network S has its hops
field initialized to zero and its neighbor set to null. \Wen stub
network Sis found in the |link adverti senment of router V, the val ue
hops(S,q) in the qth colum of the row corresponding to stub network

S is updated as foll ows:

hops(S,q) = hops(V,q) IF (hops(V,q) <= hops(S,gq) AND b(V ,S) >=
bwl q]),



where bwfqg] is the qth quantized bandwi dth value, and b(V,S) is
the advertised avail able bandwi dth on the link fromV to S. The
above expression essentially states that the hop count of the path
to stub network S capable of supporting a bandwi dth allocation

of bw{q], is updated using a path through router V, only if the
correspondi ng path through V has fewer hops than the current one,

and the bandwi dth on the Iink between V and S is |larger than bwq].

Updat e of the neighbor field proceeds sinilarly whenever the path
t hrough router V capable of supporting a bandwi dth allocation of

bw{q], is found to yield a hop count smaller than or equal to the
current value. If it is smaller, then the neighbor field of Vin

the correspondi ng col um repl aces the current neighbor field of S
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If it is equal, then the neighbor field of Vin the correspondi ng
colum is concatenated with the existing field for S, i.e., the
current set of neighbors for Vis added to the current set of

nei ghbors for S

2.4. Extracting Forwarding Information from Routing Tabl e

When the QoS paths are preconputed, the forwarding i nformation for

a flow w th given destination and bandw dth requi renent needs to be
extracted fromthe routing table. The case of hop-by-hop routing is
much sinpler conmpared to source routing. This is because, only the

next hop needs to be returned instead of a conplete source route.

Specifically, assume a new request to destination, say, d, and with
bandwi dt h requirenents B. The index of the destination vertex
identifies the rowin the QS routing table that needs to be checked
to generate a path. How the rowis searched to identify a suitable
pat h depends on which al gorithmwas used to construct the QoS routing
table. If the Bellnman-Ford al gorithmof Section 2.3.1 is used, the
search proceeds by increasing index (hop) count until an entry is
found, say at hop count or columm index of h, with a value of the
bw field which is greater than or larger than B. This entry points
to the initial information identifying the selected path. |If the
Dijkstra algorithmof Section 2.3.3 is used, the first quantized

val ue bBsuch that Bb B is first identified, and the associ at ed
colum then deternmines the first entry in the QS routing table that

identifies the selected path.

The next hop information is then directly retrieved fromthe nei ghbor

information of the first entry pointed to in the QoS routing table.

The case of source routing is discussed in Appendix C



3. Establishnment and Mai ntenance of QoS Routes

In this section, we briefly review issues related to how QS paths
are established and nmai ntai ned. For both, there are functional and

protocol aspects that need to be covered

The goal of QoS routing is to select paths for flows with QS

requi renents, in such a manner as to increase the likelihood that the
network will indeed be capable of satisfying them The use of QoS
routing algorithms such as the ones described in this docunent have a
nurmber of inplications above and beyond what is required when using

standard routing al gorithnmns.
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First, a specific nechanismneeds to be used to identify flows with
QoS requirenments, so that they can be assigned to the corresponding
QS routing algorithm In this section, we assume that the RSVP
protocol [RZB+96] is used for that purpose. Specifically, RSVP PATH
nmessages serve as the trigger to query QoS routing. Second, because
of variations in the availability of resources in the network, routes
bet ween the sane source and destination and for the same QoS, nay
often differ depending on when the request is nade. However, it is
important to ensure that such changes are not always reflected on
existing paths. This is to avoid potential oscillations between
paths and linmt changes to cases where the initial selection turns

out to be inadequate

As a result, sone state information needs to be associated with a
QS route to determnes its current validity, i.e., should the QS
routing algorithmbe queried to generate a new and potentially better
route, or does the current one remain adequate. W say that a path
is ‘‘“pinned’’ when its state specifies that QS routing need not be
gueried anew, while a path is considered ‘‘unpinned ’ otherw se.

The main issue is then to define how, when, and where route pinning
and unpinning is to take place. |In our context, where the RSVP
protocol is used as the vehicle to request QoS routes, we al so want
this process to be as synergetic as possible with the existing RSVP
state nanagenment. |n particular, our goal is to support pinning and
unpi nning of routes in a manner consistent with RSVP soft states

while requiring mniml changes to the RSVP processing rul es.

It should be noted that sone changes are unavoi dabl e, especially

to the interface between RSVP and routing. Specifically,

QoS routing requires, in addition to the current source and
destination addresses, at a m ninum know edge of the flow s traffic
characteristics (TSpec), and possibly also service types (as per

the information in the Adspec), PHOP, IP TTL value, etc. In this
docunent, we assune that the information provided by RSVP to QoS

routing includes at |east the sender TSpec in addition to the source



and destination addresses. Wile such changes seem unavoi dabl e, our
goal is again to keep themas snall as possible and also to avoid any

change to the existing RSVP nessage fornat.

Specifically, we assune interactions between RSVP and routing that
are very simlar to what is currently defined. During the processing
of RSVP PATH nessages, RSVP queries (QoS) routing to obtain the

next hop(s) for forwardi ng the PATH nessage. The PATH nessage is
then forwarded on the interface(s) returned by (QS) routing. As
nmenti oned before, the sender TSpec is part of the information nade
available to routing, and a QoS routing algorithm selects the next
hop along a path to the destination that is nost likely to support

the flow specified by the sender TSpec. Thus, forwardi ng the PATH
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message along this next hop should inprove the likelihood of the
reservati on request succeedi ng during RESV nessage processing. In
particul ar, RESV nessages, if any, propagate as before in the reverse
direction of the PATH nessages and attenpt to reserve the required

resources along the path delineated by PATH nessages.

In the context of the above hop-by-hop routing, there are two main

i ssues associated with the pinning and unpi nning of QoS paths.

1. Detection of |oops that may be caused by inconsistencies in the
QoS routes returned by QoS routing at different nodes. Such
i nconsi stencies are typically transient, but it is inportant
that the pinning of a path does not result in the formation of

per manent | oops

2. Query of a new QoS route in case of failures. An exanple of
such failures is a reservation failure because the RESV nessage
arrived substantially later after the QoS route was initially
selected. Oher failures include the usual link failures, and in
general it is inportant to allow QoS routing to becone aware of

the failure and select a better route if one is avail able.

The QoS path managenent scheme proposed here addresses the above two

i ssues based on the followi ng two design rules:

1. What is pinned is a ‘‘path’’ taken by a specific RSVP flow and
not a ‘‘route’’ as conputed by the routing algorithm Hence
pi nni ng and unpi nning are RSVP domai n operations, and as a result
conpl etely independent of the specific QoS routing al gorithm

bei ng used.

2. Path pinning and unpinning is kept ‘‘soft’’ by tying it to the
exi sting RSVP soft state nmechanism |In other words, we rely on
exi sting RSVP refreshes and tinme-out nmechanisnms to detect the

state changes that trigger pinning and unpinning of paths. In



addi tion, such changes are triggered only on the basis of current

RSVP state information
Appendi x F specifies how the above two rules translate into the
condi tions and processing rules for pinning and unpinning paths,

that address the problemof |oops while also enabling reactions to

failures.

4. OSPF Protocol Enhancenents

As stated above, a goal of this work is to linit the additions to the

exi sting OSPF V2 protocol, while still providing the required |eve
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of support for QoS based routing. To this end, all of the existing
OSPF nechani sns, data structures, advertisenents, and data formats
remain in place. The purpose of this section of the docunment is to
list the enhancenents to the OSPF protocol to support QoS as outlined

in the previous sections.

4.1. QS -- Optional Capabilities

The OSPF Options field is present in OSPF Hel |l o packets, Database
Description packets and all LSAs. The Options field enabl es OSPF
routers to support (or not support) optional capabilities, and to
comruni cate their capability |level to other OSPF routers. Through
this nechanism routers of differing capabilities can be m xed with

an OSPF routing domain.

Thi s docunent describes one of the Option bits: the @bit (for QS
capability). The Qbit is set in router, network, and summary |inks
advertisenents, and is used to identify routers and networks that
support (or do not support) QoS routing as defined in this document.
Wien the Qbit is set in a router or sunmary links link state
advertisenent, it means that there are QoS fields to process in the
packet. Wen the Qbit is set in a network link state advertisenment
it means that the network described in the advertisenent is QS

capabl e.

The Qbit is inits semantics very simlar to the T-bit and QS
capability can be viewed just as an extension of TCS-capabilities.

This simlarity will be reinforced by the encodi ng introduced



further in this section. However, one inportant difference renains
between TOS and QOS capabilities. A router that does not have TGOS
capabilities forwards packets along TOS 0 paths. Additionally,

TOS netrics that are not advertised are assumed to have the sane
cost as TOS 0. 1In case of QoS resources such as bandwi dth, this
does not nake sense and coul d possibly introduce routing | oops

due to different criteria for which the routes are optim zed.
Therefore, if no route exists through routers all supporting QS or
any of those does not provide the necessary netric for the resource
consi dered, communi cation with the requested quality of service is
not possible. Since each of the router link directions is described

in an i ndependent LSA, even a uni-directional failure to communicate
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is possible since the availability of a resource netric in one

direction does not guarantee its accessibility for the other one.

4.2. Encodi ng Resources as Extended TOS

I ntroducti on of QoS should ideally not influence the conpatibility
with existing OSPFv2 routers. To achieve this goal, necessary
extensions in packet formats must be defined in a way that either

i s understood by OSPFv2 routers, ignored or in the worst case
‘“‘gracefully’’ msinterpreted. Encoding of QS nmetrics in the
TOS field which fortunately enough is longer in OSPF packets

than officially defined in [AlnB2], allows us to mnic the new
facility as extended TOS capability. OSPFv2 routers will either

di sregard these definitions or consider those unspecified. Specific
precautions are taken to prevent carel ess OSPF i npl ementations
frominfluencing traditional TOS routing when misinterpreting the

extensi on introduced.

For QoS resources, 32 conbinations are avail able through the use

of the fifth bit in TOS fields contained in different LSAs. Since
[A nD2] defines TOS as being four bits long, this definition never
conflicts with existing values. Additionally, to prevent naive

i mpl ementations that do not take all bits of the TOS field in OSPF
packets into considerations, the definitions of the ‘ QS encodings
is aligned in their semantics with the TCS encoding. Only bandw dth
and delay are specified as of today and their values nmap onto
‘“maxi m ze throughput’ and ‘mininize delay’ if the uppernost bit is
not taken into account. Accordingly, link reliability and jitter

coul d be defined later if necessary.

OSPF encodi ng RFC 1349 TOS val ues

0 0000 nornal service



0001 minim ze nonetary cost

0010 mexim ze reliability

o o ~ N

0011
0100 mexi m ze throughput
10 0101
12 0110
14 0111
16 1000 mininmize del ay
18 1001
20 1010
22 1011
24 1100
26 1101
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28
30

OSPF encodi ng

32
34
36
38
40
42
44
46
48
50
52
54
56
58
60
62

QoS Routing Mechani sns

1110
1111

‘ QS encodi ng val ues’

10000
10001
10010
10011
10100
10101
10110
10111
11000
11001
11010
11011
11100
11101
11110
11111

bandwi dt h

del ay

Representing TOS and QoS in OSPF.

4.2.1. Encoding bandwi dth resource

G ven the fact that the actua
provides 16 bits to encode the val ue used and that

bandwi dt h ranging into Ghits/s are beconing reality,

25 March 1997

metric field in OSPF packets only
Ii nks supporting

|l'i near

representation of the available resource netric is not feasible. The

solution is exponentia

base val ue and nunber

encodi ng using appropriately chosen inplicit

bits for encoding nantissa and the exponent.



Detai |l ed considerations |eading to the solution described are not

presented here but can be found in [Prz95].

G ven a base of 8, the 3 npst significant bits should be reserved for
the exponent part and the remaining 13 for the mantissa. This allows
a sinple conparison for two nunbers encoded in this form which is

of ten useful during inplenentation

The follow ng table shows bandwi dth ranges covered when using

di fferent exponents and the granularity of possible reservations.

exponent
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val ue x range (2713-1)*8"x step 87x
0 8, 191 1

1 65, 528 8

2 524,224 64

3 4,193,792 512

4 33, 550, 336 4, 096

5 268, 402, 688 32,768

6 2,147, 221,504 262, 144

7 17,177,772, 032 2,097, 152

Ranges of Exponent Values for 13 bits,

base 8 Encoding, in Bytes/s

The bandwi dth encoding rule may be summari zed as:

1. represent available bandwidth in 16 bit field as a 3 bit exponent

(with assuned base of 8) followed by a 13 bit manti ssa as shown

bel ow

| EXP| MANT |

2. advertise 2's conplenent of the above representation

Thus, the above encodi ng advertises a nuneric value that is

216- 1-(exponential encoding of the avail abl e bandwi dth):



This has the property of advertising a higher nunmeric value for |ower

avai | abl e bandwi dth, a notion that is consistent with that of cost.

Al'though it may seemslightly pedantic to insist on the property
that | ess bandwi dth is expressed higher values, it has, besides
consi stency, a robustness aspect init. A router with a poor OSPF

i mpl ement ati on could m suse or m sunderstand bandwi dth netric as
normal admini strative cost provided to it and conpute spanning trees
with a ““normal’’ Dijkstra. The effect of a heavily congested |ink
advertising nunmerically very | ow cost could be disastrous in such

a scenario. It would raise the link's attractiveness for future

traffic instead of lowering it. Evidence that such considerations
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are not specul ative, but simlar scenarios have been encountered, can
be found in [Tan89].

Concluding with an exanple, assune a link with bandwi dth of 8 Ghits/s
= 10243Bytes/s, its encodi ng woul d consi st of an exponent value of 6
si nce 10243=4; 096*86, which would then have a granularity of 86 260
kBytes/s. The associated binary representation would then be % 110)

0 1000 0000 0000% or 53,248 (7). The bandwi dth cost (advertised
value) of this link when it is idle, is then the 2's conpl enment of

t he above binary representation, i.e., 9%001) 1 0111 1111 1111% whi ch
corresponds to a deci mal value of (216- 1)- 53;248 = 12;287. Assum ng
now a current reservation | evel of of 6;400 Mits/s = 200 * 10242,
there remains 1;600 Mits/s of available bandwidth on the link. The
encodi ng of this available bandwi dth of 1'600 Mits/s is 6;400 * 85,
whi ch corresponds to a granularity of 85 30 kBytes/s, and has a

bi nary representation of %101) 1 1001 0000 0000% or deci mal val ue

of 47,360. The advertised cost of the link with this load level, is
then % 010) 0 0110 1111 1111% or (216- 1)- 47;360 =18;175.

Not e that the cost function behaves as it should, i.e., the |less
bandwi dth is available on a link, the higher the cost and the | ess
attractive the link becones. Furthernore, the targeted property of
better granularity for links with | ess bandwi dth available is also
achieved. It should, however, be pointed out that the nunmbers given
in the above exanples match exactly the resolution of the proposed
encodi ng, which is of course not always the case in practice. This
| eaves open the question of how to encode avail abl e bandw dth

val ues when they do not exactly match the encoding. The standard
practice is toround it to the closest nunber. Because we are
ultimately interested in the cost value for which it may be better
to be pessimistic than optim stic, we choose to round costs up and,

t herefore, bandw dth down.

4.2.2. Encoding Del ay



Del ay is encoded in microseconds using the same exponential method
as described for bandwi dth except that the base is defined to be 4
instead of 8. Therefore the nmaxi num del ay that can be expressed is
(213 -1) *47 134 seconds.

7. exponent in parenthesis
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4.3. Packet Formmats

G ven the extended TOS notation to account for QoS netrics, no
changes in packet formats are necessary except for the introduction
of @bit in the options field. Routers not understanding the Q bit
shoul d either not consider the QS netrics distributed or consider

t hose as ‘unknown’ TCS.

4.4. Calculating the Inter-area Routes

Thi s docunent proposes a very limted use of OSPF areas, that is, it
is assuned that sunmary |inks advertisements exist for all networks
in the area. This docunment does not discuss the problem of providing
support for area address ranges and QoS nmetric aggregation. This is

| eft for further studies.

4.5. Open |ssues

Support for AS External Links, Virtual Links, and increnental updates
for summary |ink advertisenments are not addressed in this docunent
and are left for further study. For Virtual Links that do exist, it
is assuned for path selection that this links are non- QS capabl e
even if the router advertises QoS capability. Also, as stated
earlier, this docunent does not address the issue of non-QoS routers
within a QS donain.
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APPENDI CES

A. Pseudocode for BF Algorithm

Note: The pseudocode bel ow assunes a hop-by-hop forwardi ng approach in
updating the nei ghbor field. The nodifications needed to support
a source routed approach are straightforward. The pseudocode al so
does not handl e equal cost multi-paths for sinplicity, but the

nodi fication needed to add this support are straightforward.

| nput :

V = set of vertices, |labeled by integers 1 to N

L = set of edges, |abeled by ordered pairs (n,m of vertex |abels.

s = source vertex (at which the algorithmis executed).

For all edges (n,m in L
* b(n,mM = avail able bandwi dth (according to |ast received update)
on interface associated with the edge between vertices n and m
* 1f(n,mM outgoing interface corresponding to edge (n,m when n is

a router.

H = maxi mum hop-count (at nost the graph dianeter).

Type
tab_entry: record
bw = i nteger
nei ghbor = integer 1..N

Vari abl es:

TT[1..N, 1..H: topology table, whose (n,h) entry is a tab_entry record,
such

t hat :
TT[n,h].bw is the maxi mum avail abl e bandwi dth (as known
thus far) on a path of at nost h hops between
vertices s and n,
TT[ n, h] . nei ghbor is the first hop on that path (a nei ghbor

of s). It is either a router or the destination n



S prev: list of vertices that changed a bw value in the TT table
in the previous iteration.

S new. list of vertices that changed a bw value (in the TT table etc.\ ) in
t

he
current iteration.
The Al gorithm

begi n;

for ni=1 to Ndo /* initialization */

begi n;
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TT[n,0].bw := 0;

TT[ n, 0] . nei ghbor : = nul
TT[n, 1] .bw : = 0;
TT[ n, 1] . nei ghbor : = nul
end;
TT[s,0].bw := infinity;

reset S prev;
for all neighbors n of s do
begi n;
TT[n,1].bw := max( TT[n,1].bw, b[s,n]);
if (TT[n,1].bw = b[s,n]) then TT[n, 1] . nei ghbor := If(s,n);
/* need to nake sure we are picking the maxi num */
/* bandwi dth path for routers that can be reached */
/* through both networks and point-to-point |inks */
if ( (nis arouter) and ({n} not in S prev) )
then S prev := S prev union {n}
/* only routers are added to S prev, but we need to */
/* check they are not already included in S prev */
el se /* nis a network: */
/* proceed with network--router edges, wthout */
/* counting another hop */
for all (n,k) inL, k <>s, do
/* i.e., for all other neighboring routers of n */
begi n;
TT[k,1].bw := max( min( TT[n,1].bw, b[n,k]), TT[k,1].bw);
/* In case k could be reached through another path */
/* (a point-to-point link or another network) with */
/* nmore bandwi dth, we do not want to update TT[k, 1].bw */
if (mMn( TT[n,1].bw, b[n,k]) = TT[k, 1]. bw )
/* I'f we have updated TT[k, 1].bw by goi ng t hrough */
/* network n */
then TT[k, 1] . nei ghbor := If(s,n);
/* neighbor is interface to network n */

if ( {k} not in S prev) then S prev := S prev union {k}



/* only routers are added to S prev, but we again need */
/* to check they are not already included in S prev */
end

end;

for h:=2 to Hdo /* consider all possible nunber of hops */
begi n;
reset S new,
for all vertices min V do
begi n;
TT[m h].bw := TT[ m h-1]. bw;
TT[ m h] . nei ghbor := TT[ m h-1]. nei ghbor
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end;
for all vertices nin S prev do
/* as shall become evident, S prev contains only routers */
begi n;
for all edges (n,m in L do
if min( TT[n,h-1].bw, b[n,nM) > TT[m h]. bw t hen
begi n;
TT[mh].bw := min( TT[n, h-1].bw, b[n,ni);
TT[ m h] . nei ghbor := TT[ n, h-1]. nei ghbor;
if mis arouter then S new:= S new union {n}
/* only routers are added to S new */
else /* mis a network: */

/* proceed with network--router edges, w thout counting them as
*/

/* anot her hop */
for all (mk) inL, k <>n,
/* i.e., for all other neighboring routers of m*/
if min( TTImh].bw, b[mk]) > TT[k, h]. bw t hen
begi n;
/* Note: still counting it as the h-th hop, as (mk) is a */
/* network--router edge */
TT[k,h].bw := min( TT[mh].bw, b[mKk]);
TT[ k, h] . nei ghbor : = TT[ m h] . nei ghbor;
S new := S new union {k}
/* only routers are added to S _new */
end
end
end;
S prev := S new,
/* the two lists can be handled by a toggle bit */
if S prev=null then h=H+1 /* if no changes then exit */

end;

end.



B. Zero-Hop Edges

The need to handl e zero-hop edges is due to the potential presence
of multiple access networks, e.g., T/R, E/N, or ATM to interconnect
routers. Such entities are also represented by neans of a vertex
in the current OSPF operation. Cearly, in such cases a network
connecting two routers should be considered as a single hop path
rather than a two hop path. For exanple, consider three routers

A, B, and C connected over an Ethernet network N, which the OSPF

topol ogy represents as:

In the above exanple, although there are directed edges in both

directions, an edge fromthe network to any of the three routers

Guerin, et al. Expires 30 Septenber 1997 [ Page 26]



Internet Draft QoS Routing Mechani sns 25 March 1997

A---N----B
I
I
(o

nmust have zero ‘‘cost’’, so that it is not counted twice. It should

be noted that when considering such environnents in the context

of QS routing, it is assunmed that sone entity is responsible

for determining the ‘‘available bandwidth’’ on the network. The
specification of the operation of such an entity is beyond the scope

of this docunent.

C. Source Routing Support

As nmentioned before, the scope of the path selection process can
range fromsinply returning the next hop on the QS path selected for
the flow, to specifying the conplete path that was conputed, i.e., a
source route. Obviously, the information being returned by the path
selection algorithmdiffers in these two cases, and constructing it

i mposes different requirenents on the path conputation al gorithm and
the data structures it relies on. Wile the presentation of the path
conputation algorithns focused on the hop-by-hop routing approach

the same algorithnms can be applied to generate source routes with

m nor nodifications. These nodifications and how they facilitate

constructing source routes are discussed next.

The general approach to facilitate construction of source routes is
to update the neighbor field differently fromthe way it is done
for hop-by-hop routing as described in Section 2. Recall that in
the path conputation algorithnms the neighbor field is updated to
reflect the identity of the node adjacent to the source node on the

partial path conputed. This facilitates returning the next hop at



the source for the specific path. 1In the context of source routing,
t he nei ghbor information is updated to reflect the identity of the

previous router on the path.

Wth this change, the basic approach used to extract the conplete
list of verti ces on a path fromthe neighbor information in the
QS routing table is to proceed recursively fromthe destination to
the origin vertex. The path is extracted by stepping through the
preconputed QoS routing table fromvertex to vertex, and identifying
at each step the correspondi ng nei ghbor (precursor) information.
Once the source router is reached, the concatenation of all the

nei ghbor fields that have been extracted forns the desired source
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route. This applies to the source-routed versions of both al gorithns
of Sections 2.3.1 and 2.3. 3.

Specifically, assume a new request to destination, say, d, and with
bandwi dt h requirenents B. The index of the destination vertex
identifies the rowin the QS routing table that needs to be checked
to generate a path. How the rowis searched to identify a suitable
pat h depends on which al gorithmwas used to construct the QoS routing
table. If the Bellnman-Ford al gorithmof Section 2.3.1 is used, the
search proceeds by increasing index (hop) count until an entry is
found, say at hop count or columm index of h, with a value of the
bw field which is greater than or larger than B. This entry points
to the initial information identifying the selected path. |If the
Dijkstra algorithmof Section 2.3.3 is used, the first quantized

val ue bBsuch that Bb B is first identified, and the associ at ed
colum then deternmines the first entry in the QS routing table that

identifies the selected path.

Once this first entry has been identified, reconstruction of the
conplete list of vertices on the path proceeds simlarly, whether
the table was built using the algorithmof Sections 2.3.1 or 2.3.3.
Specifically, in both cases, the neighbor field in each entry points
to the previous node on the path fromthe source node and with the
sane bandwi dth capabilities as those associated with the current
entry. The conplete path is, therefore, reconstructed by follow ng

the pointers provided by the neighbor field of successive entries.

In the case of the Bell man-Ford al gorithmof Section 2.3.1, this
means novi ng backwards in the table fromcolum to colum, using at
each step the row i ndex pointed to by the neighbor field of the entry
in the previous colum. Each tine, the correspondi ng vertex index
specified in the neighbor field is pre-pended to the list of vertices
constructed so far. Since we start at columm h, the process ends
when first colum is reached, i.e., after h steps, at which point

the list of vertices making up the path has been reconstructed.



In the case of the Dijkstra algorithmof Section 2.3.3, the
backtracki ng process is simlar although slightly different because
of the different relation between paths and colums in the routing
table, i.e., a colum now corresponds to a quantized bandw dth val ue
i nstead of a hop count. The backtracki ng now proceeds al ong the
colum corresponding to the quantized bandwi dth val ue needed to
satisfy the bandwidth requirements of the flow At each step, the
vertex index specified in the neighbor field is pre-pended to the
list of vertices constructed so far, and is used to identify the next
row i ndex to nove to. The process ends when an entry is reached
whose nei ghbor field specifies the origin vertex of the flow Note

that since there are as many rows in the table as there are vertices
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in the graph, i.e., N it could take up to N steps before the

process term nates.

Note that the identification of the first entry in the routing table
is identical to what was described for the hop-by-hop routing case.
However, as described in this section, the update of the neighbor
fields while constructing the QoS routing tables, is being perforned
differently in the source and hop-by-hop routing cases. Cearly, tw
di fferent neighbor fields can be kept in each entry and updates to
both could certainly be performed jointly, if support for both source

routi ng and hop-by-hop routing i s needed

D. Conputational Conplexity

One generic aspect of the algorithmc conplexity of conputing

QoS paths is the efficiency of the shortest path al gorithm used.
Specifically, in this docunent, we have described approaches based on
both Bel | man-Ford and Dijkstra shortest paths algorithns. Dijkstra's
algorithmhas traditionally been considered nore efficient for
standard shortest path conputations because of its |ower worst case
conplexity. However, the answer is not as sinple as nmay appear, and
inthis section we briefly review a nunber of considerations, in
particular in the context of nulti-criteria QS paths, which indicate

that a BF approach may often provide a | ower conplexity solution

The asynptotic worst-case conplexity of the Dijkstra algorithmis
O N ogN + M, where N is the nunber of vertices in the graph
and Mthe number of edges. However, this bound is obtained

under the assunption of a Fibonnaci heap inplenmentation of the
Dijkstra algorithm which is inpractical due to the |arge constants
involved [CLRO0]. In practice, the Dijkstra algorithmis typically
i mpl ement ed using binary heaps, for which the asynptotic worst-case
bound is Q(M ogN).



The asynptotic worst-case bound for the BF algorithmis QH . M,
where Mis again the nunber of edges in the graph, and H which is
t he maxi mum nunber of iterations of the algorithm is an upper-bound
on the nunber of hops in a shortest path. Although, theoretically,
H can be as large as N- 1, in practice it is usually considerably
smal ler than N. Mreover, in sone network scenarios an upper-bound
U of small size (i.e., U << N is inposed on the allowed nunber
of hops; for exanple, it mght be decided to exclude paths that
have nore than, say, 16 hops, as part of a call adnission schene.
In such cases, the nunber of iterations of the BF algorithmcan be
limted to U, thus bounding the nunber of operations to QU . M,
i.e., effectively to QM. As a consequence, as noted in [B®2],

in practical networking scenarios, the BF algorithmcan offer an
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efficient solution to the shortest path problem one that often

outperforns the Dijkstra algorithm (8)

In the context of QoS path selection, the potential benefits of the
BF al gorithm are even stronger. As nentioned before, efficient
selection of a suitable path for flows with QoS requirements cannot
usual |y be handl ed using a single-objective optim zation criterion
While multi-objective path selection is known to be an intractable
problem [&79], the BF algorithmallow us to handle a second

obj ective, nanely the hop-count, which is reflective of network
resources, at no additional cost in ternms of conplexity. The
Dijkstra algorithmrequires some nodifications (or approxinations,
e.g., bandw dth quantization) in order to be able to deal with hop

count as a second objective.

Therefore, in the context of a QS path selection algorithm

where one objective is some QuS-oriented netric, such as avail able
bandwi dt h, whereas the second is a hop-count netric, a BF-based

al gorithm provides an efficient schene for pre-conputing paths,
i.e., one with a worst case asynptotic conmplexity of Q(H . M.
Alternatively, if QoS paths are pre-conputed using a Dijkstra
algorithmw th Q quantized bandwi dth val ues, the correspondi ng wor st
case asynptotic conmplexity is (Q . (MlogN)). Both approaches
provi de sol utions of conparable orders of conplexity, whose exact
nerits depend on the respective values of H Qand N. |f on-demand
conputations of QoS paths are practical, then a standard Dijkstra

al gorithm provides a solution of conplexity O M ogN).

E. Extension: Handling Propagation Del ays

In general, the franework proposed for path selection does not allow
us to explicitly account for |ink propagation delays. As nentioned,
this aspect is dealt with through a policy mechanism which for

del ay-sensitive connections deletes fromthe topol ogy database |inks



wi th high propagation delays, such as satellite links. However, it
is worth pointing out that a sinple extension to the proposed path

selection algorithmallows us to directly account for delay in a

8. For exanple, in the experinmental conparison reported in [CGR94], the
BF al gorithm outperfornmed the Dijkstra algorithmin about one third
of the studied types of topology, and in several of the other
topologies it outperforned the Dijkstra algorithmfor networks of up
to about 16,000 nodes. It should be noted that in those experinments

no upper bound on the nunmber of hops in a shortest path was set.
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number of special cases. W proceed to describe next this extension

and the case where it applies.

A common way to nmap del ay guarantees into bandw dth guarantees
(e.g., consistent with the schedul ers and correspondi ng del ay
bounds presented in [ GEPS96, P®4]) is according to the follow ng

expressi on:

D(p) =A(h(p))=b +sun(l in p) d(I) (1)

where p is the path traversed, D(p) is the guaranteed (upper-bound)
end to end delay, h(p) is the nunber of hops, b is the reserved

bandwi dth, d(l) is the (fixed) propagation delay of a link I, and A(h)
is a paraneter that grows with h (a typical value is A(hy= B +h . c,

where B is the burst size and ¢ is the maxi mum packet size).

Since we deal with intra-domain routing, and since links with

prohi bitively high propagation delays are assuned to be filtered out
by neans of policy, it can be assunmed that typically there is sone
val ue d which is a reasonabl e upper bound on the propagation del ays
d(l) of all links. Expression (1) then inplies that an end to end
del ay requirenent D can be translated into a bandw dth requirenent

b(h) by the foll owi ng expression:

b(h) =A(h)=(D -h. d) (2)

where h is the nunber of hops on the path established for the

connection

F. QoS Path Establishnent and Managenent wi th RSVP



In this section, we briefly illustrate the use of the QoS path

sel ection approach described in this docunment, for unicast RSVP
flows. The objective is to path set up QS paths for RSVP fl ows
and keep thempinned a s long as it is desirable to do so, while
requi ring mninmal changes to RSVP. Clearly, sone changes are
needed, particularly to RSVP's interface to routing and its nessage
processing rules. These will be detailed next. |In addition, the

i mpact of this path managenment approach data path is considered and

al ternative approaches and extensions are discussed.
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F. 1. RSVP/ Routing interface

Currently, RSVP acquires routing entries using its asynchronous
guery-response interface to routing [Zap96]. Route query is of the

form

Rout e_Query( [ SrcAddress], DestAddress, Notify flag )

and Routing responds with Qutinterface (or Qutinterface_list in case

of a nulticast connection)

In order for RSVP to interact with a QoS routing al gorithm
QS _Route_Query needs to also include (at a minimnm the

sender _TSpec, so that it is now of the form

Rout e_Query( [ SrcAddress], DestAddress, TSpec, Notify flag )

and again responds with Qutinterface (or Qutlnterface_|list in case of

a nulticast connection).

Anot her snall difference with the current interface is that the
Notify_flag should always be set to True. This is because there will
be no Route_Query to QoS routing in the case of pinned paths. Hence,
it is inportant that a trigger be provided to unpin the path in case
of failure. However, note that QS routing will only generate an
asynchronous Route_Change call back to RSVP in the case of the failure

of a local (to the router) link currently used by the QoS path.

F. 2. Path Managenent Rul es

The state of a QoS path as naintained by RSVP consists of a flag
that is used to indicate whether the path is currently pinned or
not. Specifically, a pinned path means that QoS routing need not be

queried for a new path (next hop) for forwarding a PATH refresh. The



rules for pinning and unpinning routes are as foll ows:

1. Routes get pinned during processing of PATH nessages.

2. Routes get unpinned when

(a) corresponding path states are renoved (time-out or PATH
_TEAR),

(b) sone of the paraneters received in PATH nessages change,

(c) a local admi ssion control failure error is detected after

receiving a RESV nessage
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(d) a PATH _ERR with a specific error code is received, or

(e) failure notification of a local link belonging to the path is

recei ved

M nor changes to RSVP nessage processing rules are adequate to handl e
pi nni ng and unpi nning of paths as needed. These specific changes are

descri bed bel ow.

PATH message processing

When receiving the first PATH nessage, RSVP determines that no PATH
state exists for the flow It then queries QoS routing to obtain the
next hop along the best available path. This next hop is stored as

part of the PATH state with its pinned flag set.

Upon receiving a PATH refresh, RSVP checks for changes in PATH state
that are of relevance to QoS routing. |In particular, it checks for
changes in PHOP and the IP TTL value. |If there are no changes and
the current next hop is indicated as pinned, it will be used to
forward the next PATH refresh. |f the PATH state has changed or the
current next hop is marked as unpinned, RSVP queries QoS routing
again to obtain (and pin) a new next hop that is to be used when
forwardi ng the next PATH refresh. Similarly, at the time when a
PATH refresh is to be sent, RSVP checks if the current next hop is
pinned or not. If it is, it is used to forward the PATH refresh

O herwise, QoS routing is again queried to obtain (and pin) a new

next hop

The unpi nning of the path upon detecting changes in either the PHOP
or the I P TTL val ue of an incom ng PATH nmessage is used to ensure
that transient |oops caused by inconsistent routing information are

eventual ly cleared [ GKH97].



PATH_TEAR nmessage processi ng

Processing is sinmlar to what is currently done. PATH and RESV
states are renoved

RESV nmessage processing

The only change needed is for the case when the resource reservation
attenpt fails. As currently specified, a RESV_ERR nessage with
"admi ssion control failure" error code is still sent downstreamin

such instances. However, sone additional processing is needed in
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order to enable selection of a better path in case one exists. This
starts with the unpinning of the current next hop, and then proceeds
in either one of two ways: attenpt *local* repair of the QS path or

not .

In case local repair is attenpted, RSVP queries again its |oca

QS routing table. If a different next hop is returned, i.e., the
reservati on may now succeed, then local repair is attenpted by

pi nning the new hop and sendi ng a PATH nessage al ong the new route

If the same next hop is returned, then local repair has failed. In
this case or when local repair is not attenpted, the current next

hop is then unpinned in the PATH state (but kept). Furthernore, a
PATH _ERR nessage is sent upstreamwi th a new QoS Path_Failure Error
Code (the exact code point is tbd) and an associated Error Val ue
speci fying that the type of error was "Requested QoS unavail abl e"
(the specific format of the Error Value field is tbd). As described
bel ow, the receipt of a PATH _ERR nessage with the QS Path_Failure
Error Code triggers unpinning of the next hop information at upstream
router. This ensures that QoS routing will be queried at the tinme of
the next PATH refresh, so that a better path, if one exists, can be

identified

Rout e_Change notification processing

A Rout e_Change notification is triggered when QS routing detects
that a local link currently used by a QoS path failed. Upon
receiving such a notification, RSVP i nmediately unpins the current
next hop. As in the case of reservation failure, RSVP can then
first attenpt local repair, i.e., query QS routing for a new next
hop. If a new next hop is returned by QoS routing, RSVP uses it
to replace the previous next hop, marks it as pinned, and forwards
a PATH nmessage towards the new next hop. [If QoS routing responds
that no path to the destination is available or if local repair is

not attenpted, RSVP sends upstream a PATH _ERR nessage with the



QoS _Pat h_Failure Error Code and an Error Val ue specifying "Link
failure".

PATH_ERR nessage processing

The only nodification is, as nmentioned above, to recogni ze the new
QoS _Pat h_failure Error Code and unpin the associated next hop. This

forces a fresh QoS route query during the processing of the next PATH
refresh.

Guerin, et al. Expires 30 Septenber 1997 [ Page 34]



Internet Draft QoS Routing Mechani sns 25 March 1997

RESV_ERR nessage processing

There are no changes to RESV_ERR processi ng.

F. 3. Inpact of QoS Routing on the Data Path

The use of QoS routing only affects the choice of a data path and not
how t he actual forwardi ng of data packet takes place. Neverthel ess,
there is an inportant aspect that needs to be noted. Specifically,
whi | e PATH nessages are i medi ately forwarded onto the next hop
returned by QoS routing, the same need not apply to data packets.
This is because of the potential for transient |oops in QS paths.
Forwar di ng PATH nessages on a QS path that nay contain | oops has

m ni mal i npact on the routers and is actually useful to detect and
elimnate | oops (nore on this below). However, depending on how fast
| oops can be resol ved, forwardi ng data packets on a QoS path may be

best deferred until the absence of a | oop has been verified.

As a result, it is proposed that nodification of the packet
classifier in the forwarding loop that will result in data packets
bei ng sent towards the next hop specified by QS routing, be deferred
until the time a RESV nessage is received. As discussed bel ow, the
recei pt of a RESV nessage also inplies that | oops are not present in
the QoS path. Note that the update of classifiers at the tine of
recei pt of a RESV nessage is consistent with when this is done using
the current default routing. The nmain difference is that the actua
flow of data packets may not start followi ng the QoS path until after
the classifier has been updated in the first node where the default
and the QoS paths start differing.

There are sone drawbacks with the above approach, e.g., inability to
take advantage of partial reservations in sonme instances, and they
can be addressed in a nunber of ways. One possibility, that may be

acceptable if transient |oops are detected and renoved quickly, is



to actually update classifiers upon receipt of a PATH message (or a
certai n nunber of PATH nmessages, when it appears that the QoS path
is stable and | oops are not present). Another nore conprehensive
alternative is to couple this process with the handling of policy
informati on. Such a coupling is a natural step as the ability for
users to specify how nuch of a partial reservation is acceptable

to them i.e., does one need to | ook for another path, is really

a policy issue. In order to support such a coupling, policy data
obj ects woul d have to be included in PATH, RESV, RESV_ERR, and

PATH ERR nessages, in order to enable the |ocal policy contro
nmodul e to assess the suitability of a QS path. The discussion and

description of such an approach is the subject of future work
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For a detail ed discussion of how these QoS path managenent rul es
wi thin RSVP prevent | oops and handle race conditions, the reader is
referred to [ GKH97].

F.4. Alternatives and Extensions

In the path nmanagenent approach described here, bul k of the
responsibility for QoS path managenment, i.e., pinning and unpi nning
of next hop information, lies with RSVP. This was notivated in part
by the need to couple path managenent with the RSVP soft state
managenent, and by the close relation to existing RSVP processing
rules. However, it is also possible to defer this responsibility to
routing itself. The cost of such an approach woul d be the need for
QS routing to replicate sone of the RSVP state information, e.g. ,
store PHOP, NHOP, TSpec, etc. , for each flow, and also by requiring
that this informati on be passed across the interface between RSVP and

routing

Anot her different design approach is to rely on the inclusion of
source (explicit) route objects, that would be carried in RSVP PATH
nmessages as opaque objects and passed to QoS routing at each node.
Such a design affords sone sinplification as it avoids the problem
of | oops altogether, but issues related to pinning and unpinning of
paths (at the source) remain for the cases of reservation and |ink
failures. The discussion of such a design is clearly of interest,

but it is beyond the scope of this docunent.
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